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After independence, since 1991 Armenian scientists carry out 

intensive investigations in the field of physics and technology 

of semiconductors, semiconductor micro- and nanosize devices 

and nanotechnologies. Since 1997, we have been constantly 

holding conferences devoted to the problems of semiconductor 

micro- and nanoelectronics. Over the past 20 years, our 

conference has acquired international significance. Over the 

years new important and interesting results in the field of 

micro- and nano-electronics are obtained. Many investigations 

of Armenian scientists made in co-authorship with colleagues 

from various countries. Important results were obtained in the 

last few years in Armenia when studying phenomena in 

physical and chemical sensors for various purposes, IR and 

UV photodetectors and solar cells, transistor-like 

nanostructures, large ICs, in the field of low-dimensional 

effects, low-frequency noises, noise spectroscopy, etc. The 

geography of our Conference is expanding. We hope that the 

conference will take place in a favorable and scientific 

atmosphere, where new scientific ideas and results will be 

presented and discussed, which can form the basis for new 

joint projects. 

The Organizing Committee wishes the conference participants 

useful work, fruitful discussions, interesting polemics, the 

genesis of new ideas and concepts! 

The Organizing Committee is grateful for the State Committee 

of the Ministry of Education and Science of Armenia, the 

“Barva” Innovation Center and CJSC “Synopsys” for financial 

support. 
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PHOTOELECTRICAL PROPERTIES OF  

SEMICONDUCTOR NANOWIRES 
 

S.G. Petrosyan 
 

Russian-Armenian (Slavonic) University, H. Emin str. 123, Yerevan, 0051, Armenia 

Institute of Radiophysics and Electronics, NAS RA, Alikhanyan Brs. Str.1, Ashtarak, 0203, 

Armenia 
E-mail: stepan.petrosyan@rau.am 

 

1. Introduction  
Recently a great number of experimental works has been reported to fabrication, synthesis 
and characterization of semiconductor nanowires (NW) in different material systems. Among 

other nanostructures, semiconductor NWs with a diameter of several hundred nm and aspect 
ratios as high as 102, even without quantum size effects, offer exciting possibilities as building 

blocks for nanoelectronics, optoelectronics,  biological  and  chemical  sensors. In addition, the 

possibility to integrate functionality in NW structure, such as radial or axial homo- a 
heterojunctions within single NW device or NW arrays, enables large scale integration. Due to the 

exchange of electrons between the surface and extension of the order of the NW diameter or even 

inversion effects, which can strongly influence the electric and photoelectric characteristics of 
NWs and NWs based devices.  

Here several   aspects of nanowire electronic and photolectrical properties will be presented. 
 

2. Critical Radius of full depletion in Semiconductor Nanowires 
Control of the depletion layer thickness is important for the operation of NW devices as 

photoconductive optical detectors, solar cells and field-effect transistors. To better understand 

these effects  the  solution of Poisson`s equation must be carried out in order to provide a 
comprehensive model of NW surface depletion as a function of surface (or interface) state density 

and their energetic distribution, NW radius and doping level. We presented a simple analytical 

model for estimating critical radius of full depletion in semiconductor nanowires due to charge 
carrier trapping at surface states and resulting radial band bending. The model describes the critical 

radius functional dependences on doping level, surface states parameters and appears as a very 

useful tool to understand nanowires transport properties limited particularly by surface effects. 
 

3. Conductivity type switching in Nanowires 

Due to high surface-to-volume ratio surface states (traps) play an important role in nonequilibrium 

properties of semiconductor nanowires and nanowire based devices. Recently it was 
experimentally demonstrated that surface traps effect even can induce conductivity type inversion 

in semiconductor NWs. We have performed detailed theoretical analyzes of the influence of charge 

trapping by surface states on semiconductor nanowire conductivity. Different semiconductor 
materials and surface traps densities have been considered. The effect of surface traps was 

analyzed in case of low-doped as well as for highly doped semiconductor nanowires. The Poisson 
equation with consideration of both type of mobile charges and acceptor like surface sates was 

solved for different radii and doping level. It was shown that for small radii the conductivity type 

can be switched from n- to p- type. The accuracy of analytical calculations has been validated with 
numerical data and as well as the results have been qualitatively compared with published 

experimental data. 
 

4. Photoconductivity of Semiconductor Nanowires 
One of the most studied  phenomena in nanowires is  their high sensitivity  to light, which is 

emerging  as  a  very promising  NW  application  for  photo detectors,  photovoltaics, optical 

switches, optical  interconnect and solar cells. NW based photo detectors can yield higher light 

mailto:stepan.petrosyan@rau.am
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sensitivity than their bulk or thin film counterparts due to the large surface-to volume ratio and 

small dimensions comparable to the carrier diffusion length . 
We developed an analytical theory for the photoconductivity (PC) of semiconductor 

nanowires (NWs). The model takes into account the enhanced role of surface recombination 

in the lifetime of nonequilibrium carriers in NW due to large surface-to-volume ratio. The 
main peculiarities of the NW PC are governed by radius and time dependent recombination 

barrier, which varies in time with interplay between the NW quasi-neutral core radius and the 

space charge layer thickness near the surface. Assuming acceptor-like-traps located on the 
surface of NW we find the relationship between the thickness of space-charge region and 

nonequilibrium surface charge density in NW and thus calculate the size-dependent PC. Time 

variation of surface band bending in the course of carrier capture by surface states leads to a 
non-exponential character of transient PC. The instantaneous relaxation time grows with time 

after turning of the illumination and it can become so large that persistent PC can be 

observed even at room temperatures. The results are in good agreement with available 

experimental data. 
 

5. Single Nanowire solar cells 
Radial p–n junction solar cells have been theoretically predicted to have better efficiency than their 

planar counterparts due to decrease in the distance required to collect minority carriers compared to 

carrier diffusion length. This advantage is also significantly enhanced when the diffusion length is 
much smaller than the absorption length. The NW based solar cell has several advantages over 

conventional planar analogues, in particular associated with the fact that the collection and the 

generation of charge carriers takes place in mutually perpendicular directions. We have studied 
silicon single core/shell NW with radial p-n junction under the illumination taken as blackbody 

radiation at 5800K temperature. It was found that low open circuit voltages experimentally often 

observed for such solar cells can be caused by large surface recombination at the NW sidewall the 
role of which is increased as the diameters become smaller and the ratio of NW surface to volume 

is increased. Optimization of nanowire geometry and proper choice of doping densities are 

mandatory to improve the cell efficiency. The developed model gives good understanding for 
designer to choose the optimal geometrical parameters for a single NW to get the satisfactory 

values of photocurrent, open-circuit voltage and cell efficiency. 
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ON THE THEORY OF INTRAVALLEY RAMAN SCATTERING 

IN INTRINSIC GRAPHENE 
 

S.V. Melkonyan 
 

Yerevan State University, Yerevan, Armenia, E-mail: smelkonyan@ysu.am 
 

Introduction 
Raman spectroscopy is one of the effective tools for accurate structural characterization of 

materials, for investigating phonon spectra, electron-phonon and phonon-phonon interactions in 

crystalline structures. Basic parameters of Raman spectrum are Raman line frequencies (Raman 
lines positions), Raman line widths and intensities of Raman peaks’ (or bands). Graphite and 

graphene (single-layer, bilayer, few-layer and multilayer) Raman spectra are measured and widely 

discussed in mass of publications (see, e.g. [1 - 5]). The actual measurements are usually carried 

out by using a laser in the visible region with different excitation energies (wave numbers), for 

example, 58.1lE eV ( 5108.0 lq cm-1), 96.1lE eV ( 5101 lq cm-1), 41.2lE eV      

)cm102.1( 15 lq cm-1, respectively. Main intensive 

Raman peaks of graphite and graphene are the so-called D 

( 1360~ cm-1), D' ( 1620~ cm-1), G ( 15801560~  cm-1) 

and G' (or 2D) ( 27002690~  cm-1) bands. As it is well-

known Raman spectrum is directly related to crystalline 
lattice vibrations. Graphite and graphene phonon spectra 

are practically similar for the major part of Brillouin zone 

(see, e.g. [4 - 6]). iLO and iTO phonon branches are 

degenerate at the Γ  point (Brillouin zone centre): 

1583 
iTOiLO  cm-1, and at the K point: 1232iTO

K

cm-1, 1300iLO
K cm-1 (detailed, see [4, 5]). Literature 

data analysis shows that physical mechanisms of Raman 

bands origin [1 - 5] require more detailed qualitative and 
quantitative discussion.   

Theory 

The task of the Raman peaks intensity is closely related to 
physical the mechanism of its origin. Here the Raman D' 

peak has been discussed mainly. D' peak is accepted to be 

interpreted via the mechanism of intravalley double-
resonant Raman (DRR) scattering [1 - 4]. In the case of a 

single layer graphene with high concentration of lattice 

defects the process of DRR scattering is qualitatively 

shown in fig.1 in the form of  ‘1’-‘2’-‘3’-‘4’-‘1’ electron 

transitions. ‘1’-‘2’ and ‘2’-‘3’ are the resonant transitions 

(double resonant) and ‘3’-‘4’ transition is conditioned by electron-defect elastic scatterings.  
It is of principal importance, to firstly analize the case of a defect-free single-layer graphene with 

intrinsic  conductivity. For the high-quality (defect-free) graphene sample a physical model of 

intravalley DRR scattering is illustrated on the fig.1 as ‘1’-‘2’-‘3’-‘4a’-‘1’ electron transitions. The 
microscopic interpretation of transitions is the following. The electron in the initial state ‘1’ of 

valence   band is excited to the conduction *  band state ‘2’ by absorbing an incident photon 

with the energy llE  . After that, in the result of ‘2’-‘3’ intravalley scattering the electron 

Fig.1. Graphical representation of 
double-resonant intravalley scattering 

scheme for the Raman D' peak for a 

single-layer graphene sample. 

‘1’ 

lkk ~3 

 

lk

 

‘2’ 

‘4’ ‘3

’ 

lE  

opt
q

 

k
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q

 
ac
q '  

‘4a’ 
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appears in the state ‘3’ emitting a photon with energy q . The electron is then scattered back 

returning to the initial state ‘1’ through intermediate virtual state ‘4a’ (transition ‘3’-‘4a’-‘1’) by 

emitting a phonon with the enrgy 
'q

  (transition ‘3’-‘4a’) and a photon with a much smaller 

energy 
'qqlr E     (transition ‘4a’-‘1’). The processes within a closed cycle where the 

electron performs the role of a mediator (catalyst), through which the photon-phonon interaction is 
realized.   

DRR scattering involves two phonons at least one of which must be optical. The energy of 

the emitted (scattered) photon r  is determined by the sum ac
q

opt
q '

    (or opt
q

opt
q '

   ). 

Depending on the wave vector the phonon frequencies (energies) vary, for example, the 
frequencies of iLO optical and iLA acoustic modes in graphene first Brillouin zone varies within 

the ranges 1583~1232~  (cm-1) and 1232~0 (cm-1), correspondingly [4, 5]. For the estimation 

of the possible numerical values of scattered photon energies r  it is necessary to base on the 

theory of intrinsic absorption of light by semiconductor taking into account the specificity of the 

two-phonon processes. According to intrinsic light absorption theory as a result of 
l  photon 

absorption an electron-hole quasi-particle pairs appear. However, for the real absorption of light it 

a disipative subsystem which will change the state of electron or hole is required, so that they will 
not be immediately annihilated (recombined) irradiating absorbed photons. In defect-free crystals 

such a disipative subsystem is the phonons of the lattice. But in the case of Raman scattering we 

deal with the opposite situation. Unlike real absorption of light, processes which bring to 

immediate annihilation of electron-hole pairs are responsible for Raman scattering. 

According to quasi-particle method of probability calculation a two-phonon process of 

electron scattering is represented as two consecutive one-phonon transitions which can take place 

via real or virtual intermediate states. Probability of an electronic transition through a real 

intermediate state, as a rule, is much higher [8]. The only electron intravalley scattering is possible 

when the quasi-momentum transfer to the lattice is small. There are three types of two-phonon 

processes. If a pair of phonons, q  and 'q  is emitted or absorbed, their wave vectors should be 

almost exactly opposite: 'qq  , if one phonon is absorbed and the other is emitted, their wave 

vectors should be almost equal: 'qq   [8]. Note, the phonons may belong to different regions of 

different branches.  

These well-known features of the two-phonon processes allow assessing the r  energies of the 

scattered photon. So, near to the graphene allowed bands extremum (Dirac K points) the dispersion 

relation is linear,  

22
FF vv yxk kkE   k  , 

where Fv  is the electron group (Fermi) velocity, k  is the electron wave vector, (+) and (-) sings 

refer to conduction and valence bands, respectively. The magnitude of the wave vector k is 

measured from the Dirac K point. For ‘1’-‘2’ photo-transition owing to the energy and quasi-

momentum conservation laws  

lc qkk  FF v'v , 

lqkk'  . 
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Here c  is the light velocity, lq  is the light wave vector, k , kE  and 'k , 'kE  is the electron 

wave vector and energy in the states ‘1’ and ‘2’, respectively.  

Taking into account inequality cFv  from the conservation laws we obtain:  

lll kEcqk  FF v2/v2/  . 

Therefore, ‘1’-‘2’ photo-transition can be carried out by the electrons having quasi-momentun 

lk~  (or energy 2/lE ). Note, the lk  depends on the photon energy lE  via linear proportional 

law.  

For ‘2’-‘3’ transition when an acoustic or optical phonon is emitted owing to conservation 

laws: 
ac
q kk FF v'v ,      opt

q kk FF v'v ,   (1.a-1.b) 

qkk'  ,     (2) 

where k  and 'k  are electron wave vectors in the states ‘2’ and ‘3’, respectively. 

For the simplicity of calculations optical phonon dispersion can be ignored (

constopt
q 

0
 ) and for acoustic phonons the linear dispersion law qacq v  [4, 5, 7] is 

used, where acv  is the velocity of longitudinal acoustic phonon. Taking into account inequality 

1v/v F ac  ( 4102v LA
ac m/s, 

6
F 10v  m/s [5, 7]), from equations (1.a) and (2) the well-

known result is obtained: kq 20  . Phonons with kq 2  wave vectors provide effective change 

of electron quasi-momentum [8]. From equations (1.b) and (2) it follows that 0kk  , 0
0

2
kk

k
  

and 2/0 0kk   electrons interact with 00 2 kkqk  , 002 kqkk   and 

00 2 kqkk   optical phonons, respectively. Here 
5

F00 107.4v/ k cm-1 is the electron 

characteristic wave number.
 

Taking into account inequality 1/2/ 00  ll Ekk   it can be stated that DRR 

scattering involes acoustic and/or optical phonons whose wave numbers should be equal: lkq 2 . 

Therefore, for the scattered photons one can have opt

lkq

ac

lkqr 22      and 

opt

lkq

opt

lkqr 22 
   . From relation Fv/2 ll Ekq   it follows that Raman peak position is 

determined by the phonon spectrum as well as by excitation laser energy 
llE  . Particularly, at 

excitation laser energy 41.2lE eV one have 7102lk cm-1. As it follows from the 

experimental curves of phonon spectrum [4, 5], the phonon wave number 71042  lkq cm-1 

corresponds to 16202 
iLO

lkq cm-1, 15502 
iTO

lkq cm-1, 4002 
iLA

lkq cm-1 and 2002 
iTA

lkq cm-1 

phonon frequencies. Phonons from the same as well as from different branches can participate in 

two-phonon processes. Therefore, according to DRR scattering mechanism in high-quality 
graphene sample, Raman peaks may be expected at following frequencies:  

 related to optical and acoustic phonon branches:  
iTA

lkq
iTO

lkq 22    (1750 cm-1),    iTA

lkq
iLO

lkq 22    (1820 cm-1), 

iLA

lkq
iTO

lkq 22    (1950 cm-1),     iLA

lkq
iLO

lkq 22    (2020 cm-1),                   (3a) 

 related to the same optical branch: 
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iLO

lkq 22   (3240 cm-1) և iTO

lkq 22   (3100cm-1).      (3b) 

If an acoustic phonon is not emitted, but absorbed at electron transition, one may have 
iTA

lkq
iTO

lkq 22    (1350 cm-1),    iTA

lkq
iLO

lkq 22    (1420 cm-1), 

iLA

lkq
iTO

lkq 22    (1150 cm-1),    iLA

lkq
iLO

lkq 22    (1220 cm-1),                   (3c) 

According to multiphonon scattering theory [8] transition probability per unit time of the 
‘1’ - ‘1’ cycle process can be presented by the following form 

 


*
3

*

*
3

*
3

*
3

***

 ,

)2(



 

kk

kkkkkkk

l

lllll

v
k

WWWW ,   (4) 

where 
*

ll kk
W


 and 

*
3

*  kkl

W


 are probabilties of the transitions ‘1’-‘2’ and ‘2’-‘3’, 

respectively, 
)2(

*
3

v

kk l

W  
 is the probapility of the transition ‘3’-‘1’ through virtual intermediate 

electronic state ‘4a’, *
lk

 and *
3


k
 are electron lifetimes in the real states ‘2’ and ‘3’, 

respectively, which carachterize ‘2’ and ‘3’ energy level broadening, *
3


k  is the electron wave 

vector in state ‘3’. Factor 
)2(

*
3

*
3

v
k

l

W 
kk 

 is the conditional probability that the electron in state 

*
3


k  will afterwards transfer specifically into *
l

k  state. Here the particular case of emition of two 

phonons with 0' qq  wave verctors should be noted. For acoustic-optical phonon pair taking 

into account 00 
ac
q  peculiarity, it can be stated that the two-phonon process is expanded to the 

one-phonon process. At transition is emitted one iLO (or iTO) optical phonon with 0q  wave 

number. Then energy of the scattered phonon is determined as opt
q

opt
q

ac
qr 000     . It 

corresponds to the Raman band with frequency 158300  
iTO
q

iLO
qr  cm-1. 

 

Conclusions 
The task of intensity of Raman bands is closely related to Raman scattering mechanism. On the 
base of energy and quasi-momentum conservation laws the peculiarities of intravalley double-

resonant Raman scattering processes are discussed above. In the high-quality intrinsic graphene set 

frequencies of Raman peaks is given by equations (3). Those frequencies depend on phonon 

spectrum as well as excitation laser energy lE . However, the theoretical results practically do not 

coincide with the corresponding experimental data. So, the measurement results at 41.2lE eV 

show [9] that in defect-free graphene G ( 1580~ cm-1) and G' (or 2D) ( 2700~ cm-1) relatively 

high intensity peaks and D ( 1350~ cm-1) and 2D' ( 2350~ cm-1) very weak intensity peaks have 

basically been observed; D' band is absent. Note D' band requires a defect and is observed only in 

non perfect samples with structural defects. The frequency 158300  
iTO
q

iLO
qr  cm-1 is in 

good agreement with measured Raman G band of graphene and graphite. That band, unlike the 

collection (3), is due to the single-phonon scattering of electron (single-resonant Raman 
scattering). On the other hand, it is currently assumed that the Raman G' band relates to the 

intervalley two-phonon scattering of an electron. Usually, as a rule, the probability of a single-

phonon scatterings is higher and, therefore, is a more intensive process than a two-phonon one. 

Therefore, the intensity of the G band GI  must be much higher than the intensity of the G' band 
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'GI . However according to the measurement data in defect-free grapene one comes accross the 

opposite situation, 'GG II   (more than four time).  

Thus, by comparing the results of the above presented theoretical analyses and 
experimental data the following  can be concluded: the accepted double-resonant Raman scattering 

concept fails to give a successful and accurate explanation of the origin of Raman spectrum peaks 
and intensities of purely crystalline (without defects) intrinsic grapheme.   
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ELECTRON LATTICE MOBILITY FLUCTUATIONS 

IN EQUILIBRIUM SEMICONDUCTORS 
 

T.A. Zalinyan, S.V. Melkonyan 
 

Yerevan State University, Yerevan, Armenia, E-mail: tigran.zalinyan@ysumail.am 
 

Introduction 

The development of the theory of electron mobility fluctuations could serve as good basis for 
further explanation of the basic mechanism of low frequency current noises in semiconductors. The 

main arguments for this are the results of recently publicated various experimental studies (see, 

e.g., [1, 2]). The main sources of carrier mobility fluctuations are: random intraband scattering, 
generation-recombination transitions, and the shot effect [3, 4]. It is discovered [5, 6] that unlike 

electron concentration fluctuations, lattice mobility fluctuations attenuate over time more slowly, 
by non-exponential law. In order to specify the nature of this pecularity that has a very important 

meaning for the theory of low frequency 1/f noises [7], it is necessary to clarify the role of the 

phonon subsystem in the interacting electron-phonon system of the semiconductor. For that 
purpose electron lattice mobility fluctuations, conditioned by electron-phonon random 

scatteringare considered in this work. As a result of phonon absorption or emission by electron 

both the equilibrium of electron and phonon systems are disturbed. It is known [8] that the 
disturbance of the phonon subsystem equilibrium restores much faster than the disturbance of the 

equilibrium electron system. Therefore, here neglecting phonon fluctuations it has been assumed 

that the phonon system is in equilibrium state. 
 

Theory 

It was established [9] that in general cases electron mobility fluctuation ~  is the result of the 

fluctuations of the electron quasi-momentum relaxation time k  ( k
~

-source) and the occupancy 

of energy levels of the conduction band kn  ( kn~ -source). As shown in Ref. [9] for the theory of 

1/f-noise the kn~  component of the mobility fluctuations is of basic interest which can be presented 

as [4, 9] 

 

k

Vnnkk
~)(~  .         (1) 

Here n  is the statistical average concentration of conduction electrons, V  is the semiconductor 

volume, k  is the quasi-wave vector of a conduction electron,   is the statistical average mobility 

of the electron, k  is the statistical average component of “local” mobility which is determined 

by the statistical average quasi-momentum relaxation time k  as me kk /  , m  is the 

electron effective mass. The summing takes place within the range of Briluen’s first zone (BZ). 

Herein and below, the statistical average and the fluctuation components of the corresponding 

quantities are denoted by the symbols «  » and « ~ », respectively, vector quantities and their 
magnitudes are denoted by boldface and non-boldface symbols, respectively. 

The occupancy fluctuations kn~  are expressed by 
0~

kf  fluctuations of the equilibrium 

distribution function of conduction electrons 
0

kf  as below [4, 9]: 

dk

fd
kn k

k

0~

3

1~  .     (2) 
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Here )(
~

)( 000 tfftf
kkk

 , 
0

kf  is the statistical average distribution function of the equilibrium 

electron system which is determined by the Fermi-Dirac (or Boltzmann) statistics, )(
~0 tfk  is time 

dependent function which describes random disturbances (fluctuations) of the equilibrium state. By 

the index “0” of distribution functions it is emphasized the important fact that fluctuations are 

equilibrium fluctuations which arise in equilibrium semiconductors, too. 

As a result of occupancy fluctuations 
kn~  the equilibrium electron system of the 

semiconductor transmits to the non-equilibrium state. The kn~  and )(
~0 tfk  functions, which 

characterise the non-equilibrium state of the electron system may be represented as a sum of 

symmetric )(~ tn s
k , )(

~ ,0 tf s
k  (i.e. )(~)(~ tntn ss

kk  , 
ss ff ,0,0 ~~

kk  ) and asymmetric )(~ tn a
k , 

)(
~ ,0 tf a

k  (i.e. )(~)(~ tntn aa
kk  , 

aa ff ,0,0 ~~
kk  ) components as below: 

)(~)(~)(~ tntntn as
kkk  ,     )(

~
)(

~
)(

~ ,0,00 tftftf as
kkk  . 

From expression (1) it follows: 

 

k

k

k

k

k

k VnnVnnVnn s
k

a
k

s
k

~)(~)(~)(~  .     (3) 

Here we have taken into account that summing takes place within the range of Brillouin’s zone and 

due to asymmetry of )(~ tn a
k  the corresponding sum is zero. Therefore, one can state that the 

electron mobility fluctuations are caused by the symmetric component )(~ tn s
k  of the occupancy 

fluctuations 
kn~  (or taking into account relation (2): by the symmetric component of the electron 

distribution function fluctuations )(
~ ,0 tf s

k ). Moreover, asymmetric components )(~ tn a
k  or 

)(
~ ,0 tf a

k  have no contribution to the mobility fluctuations. )(
~ ,0 tf s

k  is a symmetric function, 

which means that it depends only on electron energy 
k  (or the magnitude of the quasi-wave 

vector k ), and, of course, on the time, too. Therefore, hereafter we can also use the notation 

)(
~ ,0 tf s

k
 for the function )(

~ ,0 tf s
k . 

Using the Refs. [10-12] results, it can be shown that in the simple case of the semiconductor with a 
standard band structure in case of intraband scattering of conduction electrons on acoustic phonons 

we get the following expression for the electron mobility fluctuation: 






0

,0
0 )(

~
)(~ tfdxt s

x ,          (4) 

where  

n

Tmk B

2/3

2/32

0
4

)/2(







 .            (5) 

Here Bk  is the Boltzmann’s constant,   is the reduced Planck’s constant, T  is the temperature, 

and Tkx B/k  is the dimensionless quantity.  
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From Eq. (4) one can notice that to find out the features of the time dependence of the 

mobility fluctuations )(~ t , first of all, we need to find out the time dependence of the symmetric 

component of the electron distribution function fluctuations )(
~ ,0 tf s

x . In present study this 

problem was solved by linearization of Boltzmann kinetic equation.  

The movement of the electron along the energy axis is a chaotic movement which is 
known as diffusive movement of an electron along the energy axis [13]. This movement is 

described by the symmetric component of the fluctuations of the electron distribution function 

)(
~ ,0 tf s

x . As a result, we obtain the following equation for )(
~ ,0 tf s

x : 

 













 s

x

s
x

s
x

M

s
x fx

dx

fd
xx

dx

fd
x

dt

tfd ,0
,0

2/3

2

,02
2/3

,0 ~
2

~

2

~
1)(

~


,         (6) 

where  

  



 2

2/522/12

2

)/2()(21  mTkBdef

M

 . 

Here   is the mass density of the crystal, def  is the acoustic deformation potential constant. Eq. 

(6) is the Fokker-Planck’s equation in k -space [14] which describes the chaotic movement of the 

electron along the energy axis (one-dimensional diffusion in k -space).  

Intraband scattering cannot change the concentration of conduction electrons n . It is easy 

to show that Eq. (6) satisfies the condition 0/)(~ dttnd . 

From expression (4) one can notice that to determine electron lattice mobility fluctuations 

caused by electron-acoustic phonon scattering and to find out patterns of time-dependence )(~ t , 

first of all, one needs to solve Eq. (6). But the analysis of literature data on linear second order 

partial differential equations in two variables (see, e.g., Refs. [15-17]) shows that analytic solutions 
of equations of parabolic type (6) practically are not investigated. In the given case it is possible to 

find only approximate solutions of Eq. (6) based on the known approximate methods [17]. But 

before passing on to approximate solutions, first of all, by using Eq. (6) we should try to find 

another equation for )(~ t . To do this, let us differentiate Eq. (4) with respect to time: 






0

,0

0

)(
~

)(~

dt

tfd
dx

dt

td
s

x


,          (7) 

then substituting dtfd s
x /

~ ,0
 from Eq. (6) into the right-hand side of Eq. (7). After simple 

integration by parts one obtains the following equation: 
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Now, differentiating Eq. (8) over time t  one obtains: 
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The second term on the right-hand side of this equation is equal to zero. One can calculate the first 

integral on the right-hand side of Eq. (9) using Eq. (6) again. For this, let us multiply Eq. (6) by 

xdx /  and integrate over dx  in the range ),0[  . Then, integrating by parts and taking into 

account Eq. (4), we obtain: 

0
0

0

0

0 ~1~1
~





 M
x

M

x fdx
x

f
dx

dt

d



















.    (10) 

Substituting Eq. (10) into Eq. (9), for electron lattice mobility fluctuations one obtains the 

following equation: 

)(~

4

1)(~

22

2

t
dt

td

M





 .       (11) 

The solution of Eq. (11) is a stochastic harmonic function: 

   MtAt 2/cos)(~
,            (12) 

where  M2/1  is the vibration frequency, and the amplitude A  and the initial phase   are 

random quantities. 
  

Conclussions 
Processes described by an equation of type (12) are known as harmonic oscillations with random 

parameters (amplitude A  and initial phase  ). Note that in the discussed case the amplitude A  

can take any value, but the initial phase   can take only two values: 0  and  . 0  

corresponds to the case when the mobility initial fluctuation is positive, 0)0(~  At , and 

   corresponds to the case when the mobility initial fluctuation is negative, 

0)0(~  At . Statistical characteristics of stochastic parameters A  and  , e.g. the 

probability density and the variance, depend on peculiarities of intraband electron transitions. So, 

for example, at a relatively high temperature range where we can neglect spontaneous transitions 

of electrons, one can assume values of the initial phase 0  and    equally probable. As 

can be seen from the solution Eq. (12), the mobility fluctuation does not decay over time, it varies 

harmoniously with the characteristic frequency M 2/1 . The characteristic time M  can be 

represented in a more convenient form for numerical estimations: 



1

3

81
2
0

Tk

mv

BM

 , 

where   is the electron mean free time due to electron-acoustic phonon scattering. In particular, 

for Si at room temperature 
5

0 104.94.8 v  cm/s, 03.0 mm   [18] and one obtains following 

estimation  120M . The period of mobility fluctuations oscillations 

 3105.14/2  MT  is approximately three orders of magnitude longer than the 

electron mean free time  . Eq. (6), and therefore Eq. (12) were obtained by linearization of the 

Boltzmann equation, when second order nonlinear terms were neglected. We get a very important 
result: in the linearization approximation equilibrium of the electron system does not restore. It is 

obvious that for the decay of electron mobility fluctuations and for restoration of equilibrium of the 
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electron system we need to refuse the linearization approximation and take into account nonlinear 

terms. In that case it can expected that mobility fluctuations will decay over time not exponentially 
but by amore slowly power law. 
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1. Introduction  
During the last two decades, the use of quantum dots (QDs), corresponding semiconducting 
materials and their band gap engineering, opens up entirely new functionalities of traditional 

devices as well as new challenges for the fabrication of devices with unique properties. In 

particularly, single photon sources for quantum cryptography, quantum dot lasers, single photon 
detectors, single electron transistors, resonant tunneling diodes, etc [1-4]. Indeed, the physical 

properties of QDs depend on QDs size and shape, as well as on the mechanism of their formation. 
The most useful approach for the fabrication of QDs is Stranski–Krastanow growth mode, where 

the sum of the surface free energy and the interface free energy is about the same as the substrate 

free energy. In this case, the wetting layer is compressively strained in a few percent. Interestingly 
note that in the original publication by Stranski and Krastanow, no strain effects were considered. 

The strain relaxation leads to the formation of coherent (dislocation free) islands on top of a thin 

wetting layer. Depending on the strain value and its sign, the growth of QDs, the formation of 
nanopits or even QDs–nanopits cooperative structure can be achieved. Binary III-V compound 

semiconductors, especially nitrides and their ternary and quaternary alloy are very attractive for 

several applications [5]. For instance, GaInN alloys are used for fabrication of blue and green light 
emitted diodes, as well as for violet and blue lasers [6]. Since the band gap of GaInN can be varied 

from 2.0 to 3.5 eV by increasing of GaN concentration, the potential operating wavelengths cover 

nearly the entire visible spectra range [7, 8]. High-speed field effect transistors, high-temperature 
electronic devices, UV and blue light emitters, detectors and gas sensors were made of GaN [9]. 

Among III-nitride semiconductors, InN has lowest effective mass and small band gap. Therefore, 

InN-related solid solutions can extend the emission or absorption from the UV to near infrared 
regions. The photovoltaic (PV) and thermo-PV cells were also fabricated using InN [9]. While 

cubic film/cubic substrate combinations have been analyzed previously, systems involving 

hexagonally oriented material as either the film or substrate have not been thoroughly investigated 
to date. Examples of important semiconductor materials that exist in the hexagonal crystal structure 

include the wide band gap compound semiconductors GaN, SiC and many II–VI semiconductors. 

These materials are promising candidates for use in optoelectronic applications including visible 
and ultraviolet emitters, high power–high temperature electronics. The growth of hexagonal 

materials has been extensively studied experimentally; quantitative calculation of the inherent 

strain energy has not been fully performed. Furthermore, the effect of the strain energy on the 
resulting equilibrium has not been addressed. In [13], elastic compliance equations are developed 

and their relationship to the overall strain energy of a hexagonally oriented film and substrate are 

presented. These general relations are then applied to the growth of GaN on different substrates. 
Additionally, the sufficient lattice mismatch between the III-N binary compounds allows growing 

of nanostructures in Stranski–Krastanow growth mode.  

Regarding the research and development of III-nitride QDs, there are three main kinds of 
formation mechanism for the growth of QDs. First, it has been proposed [14] that nanoscale 

indium composition fluctuation due to InGaN phase separation or indium segregation results in the 

formation of indium-rich clusters, which acts as QDs (QDs-like). Hence, QDs-like system acts as 
an extremely sophisticated quantum capture system, and in QDs, the charge carriers are deeply 

localized so as to hinder their migration toward nonradiative defects (dislocations). Therefore, high 
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luminescence efficiency could be expected if the density of QDs is much higher than that of 

dislocations. Second, it has been shown that nitride QDs can be self-organized using the strain-
induced Stranski-Krastanow growth mode [15]. Third, another way to form nitride QDs is to take 

advantage of surfactants or antisurfactants, which are often used to change the surface free energy 

of heterostructure interface. However, the self-assembled nitride QDs can be fabricated by 
molecular-beam epitaxy or by metalorganic chemical vapor deposition [14, 15] without using any 

antisurfactants. High-density GaN/AlN QDs for deep UV LED with high quantum efficiency [16] 

have been also successfully grown by molecular beam epitaxy.  
In this paper, the growth mechanism of QDs, nanopits and collaborative QDs-nanopits 

structures in GaN-InN-AlN material system both for zinc-blend and wurtzit configurations is 

theoretically investigated using the continuum elasticity model proposed by J. Tersoff (IBM) [1, 
10].  
 

2. Total energy of island–pit structure in GaN-InN-AlN material system  
Here, according to [10] we assume that the zinc-blend GaN substrate has only discrete orientations 

and therefore only one angle can be used. We also assume that islands and pits have a shape as 

schematically presented in figure 1(a). High-resolution SEM images of the InAsSbP composition 
pyramidal island and a nanopit [4] grown on InAs(100) substrate are presented in Figures 1(b,c).  

 
Fig. 1. Schematic view of the island-nanopit structure’s cross section – (a), high-resolution SEM 

images of the InAsSbP composition pyramidal island and a nanopit – (b, c).  
 

As it is known [10], the energy for the formation of an island (or a pit) can be written as E = ES + 
ER, where ES and ER are the change in surface energy the reduction of the strain energy by elastic 

relaxation, respectively. Considering island’s volume as a constant, in the case of s = t = h cot θ, 

where s, t, h and θ are the length, width, height (depth) and contact angle, as in figure 1(a), the 
energy is equal to:  

       ⁄      ⁄          ,                                (1) 

where                . For the crystals with a zinc-blend symmetry,    
 

 
       

        ,     
      

   
,              . Here    and    are the surface energy per unit area for 

the normal orientation and the beveled edge, respectively,   
  

 
 is the lattice mismatch ratio 

(strain) and      is the wetting layer thickness. The value for    can be found from Young equation 

              [11], where for Stranski–Krastanow growth mode       is the surface energy 

corresponding to the solid-liquid interface,   
 

      
  is the Poisson ratio,  ,   and      are the 

Lame coefficients and the elastic modulus of the substrate. Finally, the expression for the total 

energy for the crystals with a zinc-blend and a wurtzit symmetry, respectively, can be written as: 

   (       
 

 
                      )   ⁄      ⁄               

      

  
     ,    (2) 
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where     
(           

 )

         (                  
 )

     
(   

         )

         (                  
 )

   [13].  

Next, we performed a mathematical approximation of experimental data [12] in order to 

evaluate for the GaInAlN material system an analytical expression for the dependence of wetting 

layer thickness versus strain. In our calculations we used the following expressions for      in 

monolayers (ML): (i) if the deformation strain is positive, then              ⁄  at        [12] 

and                      at          (accuracy of approximation          ), (ii) if the 

deformation strain is negative, then          | |   ⁄  at | |        [12], and      
              | | at   | |        (accuracy of approximation          ).  

The results of theoretical calculations of the dependence of GaInAlN composition islands 

energy on volume at different strains for zinc-blend and wurtzit  symmetry, calculated at    
                 ,                                       ,                     , 

        and               and                                        
              ,                     ,                   ,                   ,  

                  ,                      are presented in Figure 2(a, b) and figure 3 

(combined), respectively. The dependence of islands critical volume versus strain for the zinc-

blend and wurtzit symmetry are presented in figure 4(a, b), respectively.  
 

 

 
Fig. 3. Dependence of the GaInAlN composition islands energy on volume at different strain for 

zinc-blend and wurtzit symmetry at      
       ,      

      .  
 

As it can be seen from figures 2 and 3, in order to attain a stable geometry the island must first 

overcome the energy barrier E* which occurs at volume V*. It is also quite visible that both E* and 

V* strongly depend on the strain and dramatically decrease at the increasing of the strain. At the 
critical strain of ε* = 0.039 for zinc-blend and ε* = 0.01 for wurtzit symmetry, the sign of critical 

volume (Fig. 4) is changed. We assume that at ε = ε* the mechanism of the nucleation is changed 

from the growth of dots to the nucleation of pits.  Clearly, at small misfit (ε < ε*), the bulk 

  

Fig. 2. Dependence of the GaInAlN composition islands energy on volume at different strain 

for zinc-blend and wurtzit symmetry at different strain (       ,         ,         

and         ,         ,        ), respectively. 
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nucleation mechanism dominates. However, at ε > ε*, when the energy barrier becomes negative 

as well as a larger misfit provides a low-barrier path for the formation of dislocations, the 
nucleation of pits becomes energetically preferable. The results of theoretical calculations also 

show that the critical strain for the wurtzit symmetry at least three times smaller than that for zinc-

blend symmetry.  

 
 

3. Conclusion  
Thus, the growth mechanism of quantum dots (QDs), nanopits and collaborative QDs-nanopits 

structures in GaN-InN-AlN material system is theoretically investigated using the continuum 
elasticity model. The islands energy versus their volume, as well as the critical energy and volume 

versus the island and wetting layer lattice constants relative mismatch ratio (strain ε), are 

calculated. It was shown that when the zinc-blend GaN is used as a substrate and when the strain 
between the wetting layer and a substrate overcomes critical ε* = 0.039 value, instead of QDs 

nucleation, the formation of nanopits becomes energetically preferable. Otherwise, when wurtzit 

GaN is used as a substrate the critical strain is equal to ε*=0.01, i.e. at least three times smaller. 
Revealed features have to be taking into account not only at QDs engineering, but also at the 

growth of bulk crystals and epitaxial thin films in GaInAlN material system.  
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1. Introduction  
In recent years, quantum dots (QDs) have been intensively studied for applications in transistors, 

solar cells, LEDs, photodetectors, quantum computing systems, etc.  The manipulation of the 

matter at the nanoscale is the key challenge of nanotechnology. Because of quantum confinement 
effects quantum nanostructures can be considered as artificial atoms and like the natural atoms 

show a discrete spectrum of energy levels [1]. More than natural atoms, their electronic and optical 
properties can be tuned on demand adjusting structural parameters, such as size, composition and 

morphology. For instance, the authors of [2] theoretically showed that the absorption edge of 

ellipsoidal QDs depends on their semiaxis.  The latter parameter is very important to control the 
properties of nanostructures, as tiny variations in morphology can cause significant changes [3]. 

The mid-wavelength infrared (MWIR) region of 3-5 μm has many important applications. The 

importance of this range is related to the atmosphere transmission, appropriate absorption spectra 
of several industrial gases, etc. Due to QDs peculiarities, QD based photodetectors are expected to 

show fascinating operation. To satisfy the demands of the state-of-the-art infrared photodetectors, 

quantum well infrared photodetectors (QWIP) and quantum dot infrared photodetectors (QDIP) are 
of great interest. QDIPs are predicted to have superior performances compared to QWIPs [4, 5], 

such as sensitivity to normal incidence infrared radiation, low dark current, high responsivity and 

detectivity. In addition, this technology is important in remote sensing, chemical and biological 
detection, as well as in photovoltaic (PV) [6] and thermo-PV (TPV) applications [7]. Some 

researchers use long-wavelength infrared (LWIR) QDIPs for spectroscopic applications. 

Bhattacharya et al. presented several heterostructure designs to obtain improved responsibility for 
InGaAs/GaAlAs mid- and far-infrared QDIPs [8]. HgCdTe (MCT) is a well-established alloy, 

which has been the dominant system for MWIR and LWIR infrared photodetectors. However, 

MCT suffers from instability and non-uniformity problems over large area due to the high Hg 
vapor pressure. Theoretical studies predicted that only type-II superlattice photodiodes and QDIPs 

are expected to compete with HgCdTe photodiodes [9]. Another potential material system for 

MWIR applications is InAs-InSb-InP. This quaternary system has been applied to grow diode 
heterostructures [10, 11]. In recent years, InAsSbP QDs have been successfully grown on InAs 

substrates for the purpose of MWIR application too [11-17].   

In this paper, we report our efforts to fabricate and investigate MWIR photoconductive cells 
with InAsSbP QDs grown on the surface of an n-InAs(100) substrate. The results of structural 

characterization, as well as optoelectronic properties of fabricated photodetectors are presented.  
 

2. Experiment  
To grow InAsSbP QDs on InAs substrates, we used a modified liquid phase epitaxy (MLPE) 

technique. The growth process was performed in a slide-boat crucible under a hydrogen 

atmosphere purified by a palladium filter. The liquid phase consisted of In (7N) solvent and InAs, 
InP, Sb (6N) solutes was used to nucleate QDs. The substrate used was n–InAs industrial single 

crystal with 11 mm in diameter, (100) orientation, background electron concentration of 2×1016 

cm-3, and electron mobility of 40.000 cm2V-1s-1 at 78 K. The QDs were grown in Stranski-
Krastanow mode [18, 19] by providing appropriate lattice mismatch between the substrate and 

wetting layer. To investigate the morphology and crystalline properties of grown nanostructures, 

atomic force microscope (AFM) and scanning tunneling microscope (STM) were used. MWIR 
photodetectors were fabricated in the form of photoconductive cells (PCC). Actually, the QD PCC 
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consists of InAs substrate and InAsSbP QDs grown on its surface (Fig. 1). The capacitance-voltage 

characteristic of the QD PCC was measured by a high precision LCR meter (QuadTech-1920). In 
addition, an infrared He-Ne laser was used to investigate the relative conductivity change of 

fabricated photodetector at different wavelengths. The photoresponse spectrum measurements were 

performed by an IRS-21 spectrometer.  

 

Fig. 1. Schematic of the QD PCC. 

 

3. Results and discussion  
The oblique view AFM image of grown QDs  is presented in Fig. 2(a). Additional studies have 

shown that the average surface density and heights of the QDs are in the range of (4-8)×109 cm-2 

and 0.5-21 nm, respectively. In average, the diameter of the QD exceeds the height by about 3 
times. The STM image of a single InAsSbP QD is presented in Fig. 2(b).  

 
Fig. 2. (a) - AFM image of InAsSbP QDs (oblique view), (b) - STM image  

of a single InAsSbP QD. 
 

The capacitance-voltage characteristics (C-V) of the QD PCC were measured at signal frequency 

of 106 Hz (Fig. 3). In the figure, the arrows show the voltage change direction during the 
measurement. One can notice that a capacitance hysteresis is revealed, i.e. at increasing and 

decreasing of voltage the value of capacitance does not remain the same (see Fig. 3). The remnant 

capacitance (C) is 270 pF. Detected hysteresis can be explained by the remnant polarization 
occurred in type-II InAsSbP QDs [12, 16] due to spatial separation of electrons and holes.  

The photoresponse spectrum of fabricated photodetector was measured at room temperature 

applying biases up to 6 mV. It was found that the spectrum is extended up to 4 m with main peak 

at 3.48 m (Fig. 4). This peak coincides with the energy bandgap of InAs (Eg=0.355 eV) at room 

temperature. The observed additional peaks are the results of charge carrier transitions via energy 

levels created by InAsSbP QDs. Figure 5 shows the dependence of the relative surface 
conductance (Δσ σd) of the QD PCC on power density under irradiation at different wavelengths, 

where Δσ is the change of conductance under irradiation and  the dark conductance σd.  

In the case of irradiation at 1.15 m, the relative surface conductance change of up to 16 % was 

measured. As for 3.39 m, the relative surface conductance change was found to be up to 7 % (Fig. 

5(b)). Note that the intensity range of radiation at different wavelengths is different. To make a 

comparison, we extrapolated the experimental data obtained for 1.15 m and calculated the 

 

(a) 
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conductance change value for power density of 0.065 W/cm2. By comparing that value with the 

average value measured at the same power density for 3.39 m, we obtained about 1 % higher 

conductance change. Although the photon energy of radiation at 3.39 m coincides with the InAs 

bandgap, the obtained value for 1.15 m is about 3 times higher than the value for 3.39 m. This 

could be explained by the multiple electron-hole generation phenomenons observed in QDs [20].  
 

 
Fig. 3. Capacitance-voltage characteristic of the QD PCC at room temperature. 

 
Fig. 4. Photoresponse spectrum of the QD PCC at different biases: 1 – 6 mV, 2 – 2 mV, 3 – 1 mV. 

 
 

Fig. 5. Relative conductivity change (dversus power density at (a) – 1.15 m 

and (b) – 3.39m. 
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4. Conclusion 

Thus, the results of investigations of InAsSbP quantum dot photoconductive cells are presented. 
The quantum dots are grown on an InAs(100) substrate by modified liquid phase epitaxy. During 

measurements, a capacitance hysteresis with remnant capacitance of 270 pF is revealed. The 

photoresponse spectrum of the photoconductive cell is in the range of 2.2 - 4 μm. The relative 
surface conductance change of up to 16 % is detected at room temperature.  
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1. Introduction  
At present, carbon nanostructures, and especially graphene, have their unique place among the 

world-wide actively researched nanostructures. That is why, intensive research taking place in the 

world to develop simple low-temperature methods for the synthesis of graphene and related 
materials [1]. Also, a promising method is the self-assembling method of obtaining nanostructured 

and nanofilms [2, 3]. Obtained in this way films have fractal structure (fractal character) [4]. Due 

to their fractal essence, self-assembled graphene layers have very rich optical absorbance spectra. 
In turn, graphene quantum dots (GQDs) are forming in self-assembled graphene systems, which 

have fractal behavior too [5]. In spite their similar origin, these quantum dots have different sizes 

and geometric shapes, and the dependencies on this have different effects on the absorption spectra 
[6]. Especially in [6] absorption spectra for three typical GQDs of 12, 17, and 22 nm average sizes 

dispersed in DI water and a graphene sheet is presented. Due to the presence of graphene quantum 

dots, the peak position of the absorption spectrum changes and shifts to the side of high energies 
with decreasing of linear size of dot. Also, the studying of absorbance spectra is a good method to 

understand the internal structure of formed films. So, due to the analysis of the absorption spectrum, it 

is possible to detect the presence of the sp2 carbon phase [7]. But in the case of nanofilms (and 
especially graphene), the exciton absorption component begins to play a significant role [8-10]. As 

follows from [8-10] and other articles, in graphene and graphene based quantum dots the peak of the 

absorption spectrum corresponds approximately to the energy of 4.6 eV. On the other hand, there are 
works devoted to the effect of the dielectric confinement on the binding energy of the exciton and on 

the excitonиц component of the absorption spectrum [11]. In this case, the substrate can appreciably 

affect on the optical properties of graphene.  
In this paper a method of obtaining of self-assembled graphene layers is discussed, which is based on 

joining of graphene fractal flakes (clusters and nanocrystals). Atomic force and scanning electron 

microscopes (AFM and SEM) are used to describe the spatial form and surface properties of obtained 
films. To reveal the optical properties of these films and influence of presence quantum dot on those, 

optical absorbance spectrum for various samples is studied.  
 

2. Experiment and measurements  

As already mentioned in the introduction, a method of obtaining self-assembled graphene layers is 

developed by us. In experiment powder of highly oriented pyrolytic graphite (HOPG) is used, as 
source of necessary clusters. The process realised in water environment, in presence acetone as 

mixture, which plays role of carrying plasma. Also, ultrasonic vibrations were used for two purposes. 

First of all, ultrasonic vibrations are used to crush the graphite powder and to obtain nanocrystals with 

suitable linear size. And the second important effect of ultrasonic vibration on the process of film 

formation is that it leads to the grouping of nanocrystals. To the grouping of nanocrystals, als, leads 

the hidrofob character of this nanocrystals (graphene flakes). Another important factor in this process 
is the surface tension forces. 

As it is known, HOPG consists of atomic layers of carbon, in the plane of which act chemical forces 

of type σ, and the forces between these layers are type π. The latter, in comparison with the forces of 
σ, are very weak, so that the above-described graphite layers are easily separated from each other, due 

to the influences of water surfaces forces and ultrasonic acoustic waves. Obtained layers were 

substituted on the surface of silicon, amorphous sapphire, monocrystal salt and plastic substrate. Due 
to their mechanical strength and elasticity obtained films keep their continuity when removed from the 
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water and placed on a substrate. Already on the substrate, the film undergoes final machining, which 

is aimed at cleaning the graphene layers from other carbon-bearing structures. 
On Fig. 1 a) and b) images of obtained layers on water surface and on silicon substrate correspondly 

are presented. In the first case (Fig. 1 a)) formed layers are visible by reflecting light from the water 

surface. And in the second case (Fig. 2 b)) we have the image of formed film, which is done by USB 
microscope. In this case too, the image of graphene is visible only due to the light reflecting, because 

angles of reflectance for graphene and silicon surfaces are different. The black dots in Fig. 1 are 

remains of graphite powder, which cling to the film, when the latter is removed from the water. 
Mentioned remains are removed during the final machining. In addition to real images, to study the 

surface properties, also important thе AFM and SEM images of these films, which allow you to 

conduct research on the nano level. Using AFM microscopy it is also possible to study surface 
potential of obtained film and potential transition between it and substrate. Such studies are done using 

the Kelvin probe method, when the AFM works in a semi contact mode. The essence of this method is 

to measure the work function-the minimum thermodynamic work (i.e. energy) needed to remove an 

electron from a solid to a point in the vacuum immediately outside the solid surface. Here 

"immediately" means that the final electron position is far from the surface on the atomic scale, but 

still too close to the solid to be influenced by ambient electric fields in the vacuum. The work function 
is not a characteristic of a bulk material, but rather a property of the surface of the material (depending 

on crystal face and contamination). 

 

           
a)                                                           b) 

Fig.1. Graphene on water surface (a) and on Si/SiO2 substrate (b). 
 

The AFM image of the obtained self-assembled carbon layer (Fig. 2) shows , that formed film 

surface is smooth and have waviness less than 0,5 nm.  To ensure that graphene is obtained with a 

large surface area and that on the well-polished (14 sample) surface of silicon is formed a very thin 

layer of carbon; a scanning electron microscope (Fig. 4) is used.  
On the other hand, silicon substrate is a not very suitable substrate for our carbon films; when one 

measure the optical absorption spectra. For this purpose, we used in our experiment substrates made 
of single-crystal feed salt (NaCl) and amorphous sapphire (from sapphire glass), which do not absorb 

the light of the measuring range (from 200 nm to 1100 nm).   

The optical absorption of graphene, mainly, is due to the π -π* interband transition corresponding to 
the point M of the wave vector. Mentioned excitonic transition and graphene band diagram 

corresponding to its hexagonal structure Briolluoin zone   are shown on Fig. 4 a.  And on Fig. 4 b 

absorption spectrum of graphene substrated corresponds on NaCl (уппер curve) and amorphous 
sapphire substrates (lower curve).  As we can notice, characteristic peak of absorption for amorphous 

sapphire case is shifted to the side of short waves (high energy) (blue shift effect), which is result of 

Graphene 

Graphene 

Si/SiO2 
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dielectric confinement effect, because dielectric constant of graphene exceeds the value of dielectric 

constant of amorphous sapphire (sapphire glass). 

 
             Fig. 2. AFM image of grapheme.                      Fig. 3. SEM image of grapheme.    
 

In addition to graphene with an integral surface, graphene quantum dots with different linear size are 

also obtained. They can be connected to each other and form a layer with a fractal edge. And since in 
the case of graphene quantum dots, we are dealing with a decrease in dimensionality (the number of 

space constraints increases by one), the absorption spectra will again care changes, that is “blue shift” 

effect will take place (Fig. 5a). Of course, the linear measure of the quantum dot will have an 
important influence on the absorption spectra. Of course, the linear measure of the quantum dot will 

have an important influence on the absorption spectrum, because, due to the dimensional quantization 

of the energy spectrum, the excitonic absorption spectrum will change. And in case, when we have set 
of quantum dots with substantially different sizes, the absorption spectrum will be a combination of 

the absorption spectra of these quantum dots (Fig. 5 b). 

 
                              a                                                                     b 

Fig. 4. Band diagram of graphene (a) and optical absorption spectrum (b). 
 

3. Conclusion   

The method of obtaining graphene layers by self- assembling is a promising method, since they are 
released at low temperatures and are not expensive. If the appropriate technological conditions are 

met, this method can produce graphene with a large surface area. Usually, such films have a fractal 

character, which is expressed in its surface and optical properties. On the other hand, the optical 
properties of the fractal graphene layers are also influenced by the graphene based quantum dots. 

The analysis of the absorption spectra of the films discussed in this paper indicates the excitonic 
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type of absorption typical for graphene and graphene based quantum dots. The effect of the 

dielectric confinement on the absorption spectrum is noticeable when the substrate material 
changes. 

 
        a                     b 

Fig.5. The “blue shift” effect (a) and optical absorption spectrum (b). 
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Introduction 

Quantum computers and quantum computing function on the basis of algebra of quantum logic. 

The "if …, to …" argument in quantum logic is a reversible binary operation that is physically 
realized only by the conditional dynamics of the coherently correlated combined system of qubits. 

Such dynamic does not have a classical analog and it is performed exclusively by entangled 

quantum states. Such states are obtained by various physical systems that must ensure the 
reliability and stability of quantum computing, fights with errors and decoherence due to 

dissipation dephasing during interaction with the environment or with imperfect control of 

computer equipment [1].   

Entanglement is an important physical resource that underlies the quantum information protocols, 

including quantum cryptography [3] and teleportation [4]. For any quantum algorithm operating on 

pure states, the presence of multiparticle (multiple-qubit) entanglement is necessary for exponential 
acceleration by classical calculations [5]. Therefore, the ability to control entangled states is one of 

the basic requirements for building quantum information systems. 

The Hamiltonian of the combined systems of qubits A and B should have the form: 

          A B AB CH H H H H t    .                                                  (1) 

Here 
AH and 

BH are the Hamiltonians of subsystems A and B respectively, 
ABH  is the interaction 

energy of qubits A and B, which is responsible for the existence of entanglement,   CH t is the 

energy of the control signal responsible for transitions between different states. To have such a 

Hamiltonian for obtaining quantum entangled states, we will consider two coupled Kerr-nonlinear 

resonators and calculate the probability of these states․ 
 

Quantum entanglement and violation of inequality for two nonlinear resonators 
Let us consider two Kerr-nonlinear resonators interacting with one another under pulsed excitation. 

The Hamiltonian describing our system in the approximation of a rotating wave has the form: 

        
2 2

2 2 *
1 1 1 2 2 2 1 1 1 2 2 2 2 1 1 2  f Ωa Ω aH a a a a a a a a g a a a a t               .    (2) 

Here the coupling constant, depending on the time Ωf (t), which is proportional to the amplitude of 
the leading field Ω, consists of Gaussian pulses of duration T separated by time intervals τ,  

     
2 2

0 /
f

t t n T
t e

  
 .                                                  (3) 

ja  Bose annihilation operators associated with modes, g is the Jaynes-Cummings connection 

constant, which we consider real without substantial loss of generality.  
1 2,   nonlinearity forces 

in each oscillator, 
1 01    , 

2 02     is the detuning between the average frequency of 

the exciting field and the frequency for each oscillator. This model is represented experimentally 
feasible and can be realized in several physical systems. The quantum optical behavior of our 

system is completely described by the master equation for the density matrix 

 
2

† † †

1

Γ 1
,    2

2 2
n n n n n n

n

d
H a a a a a a

dt


   



 
    

 
 .                              (4) 

The second and third terms on the right-hand side of this equation are Lindblad members, 
necessary for describing the Markov connection between the system and the random environment. 
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They describe, respectively, dissipation and pure dephasing of processes [6]. Here  †
j j jn a a the 

filling operator of the j mode (the number of photons). Equation (3) can be solved by expanding 

the density matrix over the basis of the number of particles in the same way as in [16]. 
Our goal is to demonstrate the continuous variable entanglement between the modes in the first and 

the third quantum boxes and to calculate the probability of states distribution | 00>, | 10>, | 01> and 

| 11>. By analogy with Bell's result for discrete variable entanglement, continuous variable 
entanglement is characterized by a violation of the inequality [7, 8]: 

By analogy with Bell's result for a discrete variable entanglement, the CV-interlacing between the 

modes n and m is characterized by a violation of the inequality [9, 10] 

                           ˆ ˆ ˆ1  ˆ
nm n m n mS V p p V q q     ,                                          (4) 

where the amplitude and phase operators are defined as 

 †(  ˆ ˆ ˆ ) / 2  n n np a a  and †ˆ ˆ ˆ(   ) / (2 ) n n nq a a i  . The variance of the operator is defined by 

  2 2ˆ ˆ ˆV O O O  . 

To be sure that inequality (4) indicates entanglement, if it is present, it may be necessary to 

minimize the value of  12S  regarding to the phase counts of different modes. Local operations 

allow to make transformation ˆ ˆ ni
n na a e


  and the minimum value of

nmS , obtained when 

m n   is an integral multiple of 2π, is given by formula 

† † † † † † † †ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ1 2                         (5)ˆ ˆ ˆ ˆ ˆ
nm n n m m n n m m n m n m n m n mS a a a a a a a a a a a a a a a a        

According to calculations based on the von Neumann equations [6] the WFMC (wave function 

Monte Carlo) approach demonstrates cohesion between the first and second modes in the system 

via violation of the inequality 
121 S . We have solved the basic equation Eq. (5) and obtained 

dependence of 12S  value from time, which is shown in Fig. 6  

 
 

Probability distribution of entanglement states  

We solve the master equation Eq. (3) numerically based on quantum state diffusion method. The 
applications of this method for NDO studies can be found in [29]-[32]. 
 In Figs. 1-4 the solid (A) lines show the probability of state in the first resonator, dotted (B) lines 

in second one. Considering the pulsed regimes of Kerr-nonlinear reservoir, we assume that the 

spectral pulse-width, i.e. the spectral width of pulses, should be smaller than the nonlinear shifts of 

the oscillatory energy levels. It means that the duration of pulses should be greater than 1


. 
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Thus, for strong nonlinearities 1   , we arrive at the following inequalities for the duration of 

Gaussian pulses 1   1  T   . The parameters are: 15   , the maximum amplitude of 

pump field 6  , 1τ 5.5  , 1T 0.4  ,   3g  . 

 
Fig. 1. Quantum entanglement state |00〉 probability for entanglement qubits A and B. 

 
Fig. 2. Quantum entanglement state |01〉 probability for entanglement qubits A and B. 

 
Fig. 3. Quantum entanglement state |10〉 probability for entanglement qubits A and B. 
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Fig. 4. Quantum entanglement state |11〉 probability for entanglement qubits A and B. 

 

Conclusion 
In this work, we have calculated entanglement between two modes of coupled Kerr-nonlinear 
resonators which satisfies the condition of quantum entanglement. We have also calculated the 

probability of the state of states |00〉  |  〉  |  〉   and |11〉. These states can be used in quantum 
computer algorithms. 
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Introduction 

Rapid development of semiconductor integral microtechnology led to the creation of high-
performance computers and data processing systems. This, in turn, induced creations of the 

artificial intelligence (AI). The main tasks of AI (pattern recognition, image identification, 

inference, decision-making, forecasting, and management) is to bring to the point of forming 
knowledge about something (the feature of thinking) and gaining knowledge. Their model can be 

represented as  a triple of formal structures {   , A,     } with  input      and output      of data 

and mapping A (algorithm of transformation     to     ). Among them there may also be 
unfamiliar ones, but at least one of them must be unknown, which is to be found (the formation of 

knowledge about it). Generally this problem belongs to the class of hard-to-solve (NP-non-
polynomial) problems with an iterative solution procedure, which puts forward the possibility of its 

physical fulfillment.  The decision of A. Kolmogorov and V. Arnold formulated in 1900 helps in 

this, the thirteenth problem of Hilbert on the representability of a function of n variables by a 
superposition of continuous functions of two variables [1, 2]. Moreover, they proved that any 

continuous function of any number of variables can be represented as a sum of continuous 

functions of one variable and addition (displacement): 

 f (  ,   ,…  ) =∑   (∑         
 
   )  

    .                       (1) 

In addition, the functions    and         , not counting the zero ones, require no more than 

(n+1)(2n+1) pieces, particularly, for two variables - no more than 15, for three - not more than 28. 

On the basis of relation (1) in 1987, R. Hecht-Nielsen proved the theorem on physical realizability 
(1) by two-layer neural networks, that is, circuits of elements with deterministic sigmoidal 

characteristics [3]. As a corollary, it is proved that any function continuous on a compact set can be 

uniformly approximated by the computed neural networks. Thus, a good elemental base is found 
that is sufficient to create AI and, moreover, to implement the algebra of more general logic, Zade's 

fuzzy logic [4]. 
However, despite the great achievements in this area, with such an elementary base is 

impossible to perform NP-class algorithms, that is, to obtain a "strong" AI. To overcome such a 

barrier, it is necessary to maximally expand the algebra of logic up to the quantum one. Processes 
in the microcosm, particularly, in a system of coherently correlated qubits, occur in quantum 

indeterminate logic, and the AI is organized by a neural network with reverse connections based on 

deterministic logic. The combination is not trivial, since the reverse connection requires knowledge 
of the state of the system without destroying it, which is impossible for a closed quantum system. 

Knowledge at a moment of time of the state of a quantum system either projects it into one of its 

own state, or destroys coherent correlation, responsible for the efficiency of processing 
information, that is, the advantage of quantum computing. The problem of replacing deterministic 

logic with an indeterminate, that is, the organization of "quantum feedback", is solved by G.S. 

Karayan in [5-6] with the help of the quantum element of the "cycle number shift  ̂ . Its physical 
implementation can be carried out in different ways, depending on the choice of the qubit and the 

control of its dynamics. Here we consider the possibility of performing the "shift of the cycle 

number"  ̂  with the help of the nonlinear optical Kerr effect. 
 

Theory   

The operator  ̂  is described in the following way. Let |     〉 and |     〉 be respectively the 
state vectors of the quantum system at the beginning and at the end of the nth iteration cycle with 
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duration  , and  ̂  the unitary operator describing the conditional dynamics of the system in the 

flow   , i.e. 

                                               |     〉 =  ̂ |     〉 .                                                               (2)  

Then the function of the operator  ̂   is the transformation of the state of two qubits  

  ( |     〉

|       〉
) in the state (|       〉

|     〉
) ,  i.e.     ̂ ( |     〉

|       〉
)  (|       〉

|     〉
) .                    (3) 

Generally   ̂   affects on three qubits, from which the third one is internal (intermediate) with the 

initial and final states | 〉 . The condition for the dynamics of the combined qubits is given by the 
symmetric difference ("distance") of the final states of subsequent cycles 

             ||     〉   |       〉|                                                (4) 

for        there will be a   ̂   ̂, since the structure of the operators   ̂  of all cycles is the 

same and is denoted by  ̂ [6]: 

                   ̂   ̂(2) ̂ (2,3) ̂ (3,2)  ̂  (2,1) ̂ (3,2)  ̂ (2)  ̂ (1,2).                          (5) 

Here   ̂ , ̂  , ̂  and   ̂  are the operators of controlled phase shift, conditional NOT, exchange of 

qubit states and initialization respectively.  Here in order to avoid cumbersome for the formation of 

knowledge, it is necessary that the considered system proceed to the established state when   = 0. 

In turn, this requires that when, in some cycles with the number        the difference   = 0, then 

the operator  ̂  becomes the identity operator. Then it follows from (3) and (4) that  ̂  will be the 

identity for all       , and the matrix form of the record, in parentheses each operator has the 

qubit number on which it acts, and for binary operators, the first number refers to the supervisor , 

the second one refers to the controlled qubits. As usual, the operators in composition (5) act from 

the right to the left (in quantum schemes they are represented in the reverse order, in the direction 
of time). 

Then any convergent iteration process is represented by the operator [6]: 

                             ̂  = ̂ ̂….. ̂   
 ̂         … ̂  ̂  ( ̂)

      
                                       (6) 

In the formulas (5) and (6), the action of the operator    ̂(2), i.e. the initialization on the auxiliary 

qubit at the end of each cycle results in the loss of information and the irreversibility of the 

operators  ̂ and  ̂   . This procedure is similar to the procedure for input-output of information into 
the quantum system, but also differs in that it is an "internal" process and it is possible to avoid 

losing data by increasing the hardware costs.  The remaining operators in (5) and (6) are unitary, if 

we assume that the quantum system is closed. However, there is no such case in real quantum 
information systems, therefore, in many works (see [7,8] and the papers cited there), dissipation 

phenomena, both in the sense of decoherence and in the sense of information loss are taken into 

account. Particularly, in [7, 8] were studied superpositional and entangled states of Kerr systems 
considering the  dissipation , and in [9], based on the obtained results, were found the conditions 

for performing a series  of frequently used unary and binary operations. On this basis, it is not 

difficult to find the protocol for the fulfillment of relations (5) and (6) in the form of a time 
dependence of the Hamiltonian f(t): 

                                                            

f(t)=

{
  
 

  
 

           [    ]

           [          ]

           [                ]

           [                    ]

           [                       ]

          [                          ]

                                        (7) 

 

Here we denote by   ,   ,  ,  ,   and   ,  ,  ,  ,   the values of the control signals and their 

duration for the operation  ̂ , ̂ ,   ̂ , ̂  and   ̂ respectively. 
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Essentially, the protocol (7) is a mechanic program for realizing a "quantum feedback" or, what is 

the same thing, performing a conditional shift operation of the cycle number of the iteration of 
quantum computation. 
 

Conclusion 

Thus, it was established that on the basis of the optical Kerr resonator it is possible to realize the 
"quantum feedback" in quantum circuits, and with its help, the implementation of the "cycle 

number shift"  ̂  , which is important for obtaining the AI. In this case, seven control signals are 

required to perform each transition of the iteration cycles n  (n + 1). Then, according to the 

algorithm (6), the formation is achieved about (   -    ) of the control signals, which must act 
until  the coherence of the correlation of the qubits is destroyed. 
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1. Introduction 
Today, semiconducting nanostructures are under extensive investigation, since they have an 
exceptional importance for application in optoelectronics, solar energy conversion and etc. [1]. The 

development of these technologies is closely connected with the miniaturization of sample size. In 

particular, in case of semiconducting layers the thickness is a critical parameter. In thin layers 

some physical characteristics of the material dominate which should not be of high importance. 

Consequently, the surface characteristics are very important in revealing the physical properties of 

nanostructures. A NT-MDT Solver AFM microscope was used to investigate the surface properties 
of carbon layers grown by Chemical Vapor Deposition (CVD) method [2]. Using Atomic Force 

Microscopy , surface topological images of  carbon nanostructured  films are obtained. Surface 

potential with Kelvin probe method are measured for the same samples. The microscope was used 
in semi-contacting mode which enabled to measure the surface potential of a sample along with 

topological characterization.  
 

2. Method Description 
As it is mentioned in Abstract, semi-contacting mode was used in this study. It enables one to 

register the surface potential distribution over the surface of a layer with sufficient accuracy, which 

is of a key importance in investigation of complicated surface (interface). A very important 
characteristics of nanostructures is so called work function, which is the minimum thermodynamic 

work which is needed to remove an electron from the layer surface to “reasonable far” distance. 

Here “reasonable far” means that the final position of the electron is far from the layer surface by 
atomic size but the electron is under the influence of the electric field formed in vacuum. The latter 

is described in the following way [3]: 

        , 
where e is the electron charge, φ is the potential of electric field in the vacuum near the surface and 

   is Fermi energy: By Kelvin probe method the difference of work function is measured. 
This method is based on registration of electric field (gradient of potential) between the sample 

under study and the material with known characteristics used as a microscope probe, which in turn 

with normalization yields the voltage between the probe and the sample. In Fig. 1 the 
corresponding energy diagram is shown.  

 
 

Fig. 1. Energy diagram of the measurement by Kelvin method. 
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Thus, measuring the voltage we can calculate the difference between the sample and the probe by 

the following formula: 

           . 

Though only the difference between the work functions is measured by Kelvin method, it enables 

to calculate the work function of a sample, knowing the corresponding parameters of the probe 
material. 

Measured in this work along with the surface topology, the surface potential     is measured by 

AFM, which gives an opportunity to consider the change in surface potential during surface 
formation case of CVD.  
 

3. Measurements and numerical analysis 
Among nanostructured diamond like carbon (DLC) layers, layers obtained by CVD method are of 

special importance due to their exceptional physical and chemical properties.  Investigated in this 

work DLC layers, the process of their formation and fractural regularities are discussed in [4], are 

obtained by CVD method with the use of ion and magnetron sources. The surface potential at 

different stages of layer deposition is also important to study. In Fig. 2 the topology of the surface 

of DLC layers obtained for different deposition time of 20; 30; 40 minutes are shown.  
 

 

 
Fig. 2. The topology of the surface of DLC layers obtained for different deposition time 

of 20; 30; 40 minutes. 
 

As can be noted from Fig. 2 during CVD formation of DLC layer isles of thin (about 0.34 nm 

thick) are formed, which expand with deposition duration and finally spread all over the sample 
surface. Now let us to compare these images with corresponding surface potential measured by 

Kelvin probe method [5-7] (Fig. 3). 

 
Fig. 3.The surface potential of DLC layers obtained for different deposition time 

of 20; 30; 40 minutes. 
 

As it is seen from Fig. 3, with the expansion of thin layer the module of surface potential increases 

remaining negative though (correspondingly -140mV; -165mV; -250mV, the last in case when the 

surface is almost wholly covered by atomically thin layer), which in turn, means that the layer 
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formed at the surface is a potential well for the whole layer. Actually, at the surface of DLC 

studied in this work, an atomically thick layer is formed the potential of differs from that of the rest 
of the layer and can affect the surface properties of the layer. 
 

3. Conclusion 

Kelvin probe method, which is based on measuring of work function of corresponding surface, is 
perspective method for investigation nanostructured films surface potential and other surface 

properties. During deposition process on surface of CVD DLC films surface as upper layer atomic 

layers are forming. Formed on film surface layers directly affect on surface potential of film and 
are Potential wells compared with the whole film. 
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1. Introduction 

The metal–oxide–semiconductor field-effect transistors (MOSFETs) for more than four decades 
have been traditionally scaled on silicon (Si) mainly due to its native thermal oxide SiO2 proper 

gate dielectric properties, as well as their outstanding performance, ease in use and manufacturing.  
As nowadays MOSFETs scaling is reaching its physical and best possible limits since 

devices have been getting smaller, both use of the semiconductors with higher carrier mobility and 

the scaling down into sub-nanometer equivalent oxide thickness range by dielectric layer with a 
high (relative to SiO2) dielectric constant value (high – к  dielectric) are of decisive significance 

[1]. Thus, that is exactly reasonable to replace the SiO2 by a high – к gate dielectric with hafnium 

(HfO2) or zirconium oxides (ZrO2) with dielectric constants value  εD = 25 and 26 respectively. 
Certainly, for that an alternative semiconductor environment with higher carrier mobility 

could be used as the MOSFET high mobility channel. Materials such as III-V key semiconductors 

(InAs, InSb, InGaAs), few-layer graphene and metal dichalcogenides are promising candidates for 
ultra-low power, high-speed MOSFET application as well as innovative structures due to their high 

electron (hole) mobility properties as compared to Si [2-4]. At present there is technologically 

available to replace the SiO2 by a gate dielectrics with a much higher dielectric constant such as 
HfO2, or ZrO2 in the surface-channel inversion-mode III–V MOSFETs with atomic layer deposition 

[5]. At the same time, the downscale technology is expanding in alternative direction as well, i.e. 

using the gate dielectric layer with a low dielectric constant value relative to SiO2 (low – к 
dielectric) of the same thickness. This may reduce particularly the parasitic capacitance, which 

enables to the faster switching speeds and lower heat dissipation 

performances of the device. The most proposed and promising 
materials for the low –k dielectric performance technology now 

are: fluorinated glass (SiOF), hydrogen silesquioxane (HSQ), 

SiOC polymers, organosilicates and porous oxides with dielectric 

constant values  εD = 3.5  1.1 comparatively [6, 7, 8].    

Regardless of the progress both in the fabrication and in 

component materials unusual combination choice, all MOSFET 

systems for their functioning demonstrate common feature is that 
it requires one or several strongly finite thickness dielectric layer 

media, exhibiting important polarization effects due to the 

difference between dielectric constants of the channel and barriers 

regions. As a result, the spatial proximity of the metal gate and 

finite thickness dielectric environment would reasonably modify 

the interaction potential in inversion channel region in comparison with the host semiconductor 
environment itself.  

Calculation of Coulomb interaction properties in MOSFET structures has been carried out 

by number of authors [9-11], where except for Ref. [9] mainly the infinitely large oxide width 
values were taken into account. Recently in Ref. [12] contribution in Coulomb potential related 

Green’s function coming from the finite dielectric stack of four-layer MOSFET structure is 

evaluated with the aim of re-normalization of dielectric screening function for Si-inversion layer.  

z 

z0 

εS 

εL 

εD 

0 

-L 

-L - D 
Gate metal 

Fig. 1. Four layer 

MOSFET system 
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Comprehensive calculation of the MOSFET structure inversion channel region related real-space 

Coulomb interaction properties in account of inhomogeneous and finite dielectric background is 
the main aim of the presented paper.  
 

2. Coulomb interaction potential in a four-layer MOSFET structure 

Let have a four-layer heterogeneous MOSFET structure in which the region z ≤ -(L+D)
 
 is 

occupied by a gate metal, the region- (L+D) < z ≤ - L
 
by a dielectric oxide layer  with dielectric 

constant εD  of thickness D,  region -L < z ≤ 0 by an intermediate dielectric layer with dielectric 

constant εL of thickness  L and the region  0 < z ≤ ∞ by a semiconductor substrate with dielectric 
constant εS as shown in Fig. 1. The z axis is perpendicular to the interfaces. The point charge e at 

the site with coordinates ρ = 0, z = z0 ( ρ - is two-dimensional (2D) plane coordinate) placed in the 

oxide/semiconductor junction region with 2D inversion layer. The Coulomb interaction potential 
φ(ρ, z) 

 
of point charge is related   to Poisson’s equation as  
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e
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                                                       (1) 

where )( 0rr


  is Dirac-delta function, ),( zrr   and ),0( 000 zrr  . 

Here we are utilizing the cylindrical coordinate system ρ, φ, z. For that we are expressing the 

interaction potential in Fourier components φ(k ,z) 
 
with respect to the coordinate  ρ  as   
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where k


 is the electron 2D plane vector and 0J  is the 0-th order Bessel function.  

The Poisson’s equation (1) with Exp. (2) for the discussed system then gets the form  
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The appropriate solution of the equation (3) possess both inhomogeneous     
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Combining expressions (4), (5) with Maxwell boundary conditions    



43 

 

























































0;

),,(),,(

),,(),,(

0),,(

00

00

)(0

Lz

z

zzk

z

zzk

zzkzzk

zzk

i

z
i

z
i

zz

DL

ii

ii











   ,                             (6)  

the general solution of Poisson’s equation (3) is given by  
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(7) 
which is the comprehensive expression of the Coulomb interaction potential related to the 

inversion layer region for the discussed four-layer structure.  

From Exp. (7) follows specific Coulomb potential particular expressions for the 
heterogeneous structures such as:  

1. In the absence of any dielectric layer, i.e. D = L = 0, Exp. (7) reduces to the classic 

expression of the non conductor/ conductor junction case  
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2. In the presence of one dielectric layer, i.e.  L = 0 , the interaction potential (7) goes to 
expression  
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for the semiconductor/dielectric layer/metal junctions case [9]. 

3. In the absence of  both metal and any one dielectric layer, i.e. L = 0 with D→∞ (D=0 
with L→∞)), the interaction potential (7) reduces to semiconductor/bulk dielectric junction 

corresponding expression *) [13] 
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3. Real- space Coulomb interaction potential in a three-layer MOSFET structure 

Let now discuss Coulomb interaction potential properties after the Exp. (9) in a three-layer 
structure. As well known, the effective thickness of the inversion layer in discussed structures is of 

the order of d ~ (a0 / nS)
1/3 << r0 , where  nS  is the surface density of the electrons in the layer, r0 = 

nS
1/3 - is the average distance between electrons, and   a0   is the effective Bohr radius in a bulk 

semiconductor. Thus, an important role will be played subsequently by values of   ρ   that are large 

compared with d. For the latter there exists in the 2D wave vector k interval such that k d << 1. 
Therefore, Exp. (9) should be averaged under the conditions  k z << 1  and  k z0 << 1, and the result 

is  
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In turn, for a thin enough dielectric layer with thickness D ~ d, which usually holds in real 
structures,  for the aforementioned long wave related k vectors the additional condition k D ≤ 1 can 

be fulfilled as well. For that case Exp. (11) then can lead to the specific result in the form  



44 

 

                         
)/1(

1

)2/(

2
)(

Dk

e
k

rS 





 .                                               (12) 

where εr = εS /εD  is the dielectric constants ratio of semiconductor  and dielectric oxide. Here an 

expression of the three-layer FET structure Coulomb interaction potential Fourier-image is 

obtained, which with Eq. (2) will lead to the real–space e  and –e   point charge interaction 
potential  V(ρ) = -e φ(ρ)  final form such as 
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where H(x) and N(x)
 
 are Struve and Neumann functions.  

As we obtain, the Coulomb interaction potential in discussed case holds both the same  k -  and ρ - 

dependences as corresponding potential in semiconductor / dielectric two- [13] and three- [14] 
layer dielectrically homogeneous systems in presence of two-dimensional electron gas (2DEG). As 

follows, the metal gate here modifies the Coulomb interaction in the same manner such as the 

2DEG by means of the statically screening effect in aforementioned systems.  
Thereby, the metal gate in this case effectively shields the interaction of charges in the 

inversion channel towards of weakening, which is to be expected. The quantity ρD = εS D / εD, 
analogous to the screening parameter in noted homogeneous systems, here in Exps. (12) and (13) 

depends on both from the dielectric oxide layer thickness and the neighboring media dielectric 

constants ratio. For the aforementioned cases the 2D screening parameter is expressing by bulk 
sample Bohr radius only [13, 14]. In turn, the Coulomb interaction potential after Exp. (13) due to 

the factor εS /2
 
in the denominator is enhanced twice which is the characteristic feature of discussed 

structure. The noted factor appears just in the two-layer system inversion channel with the strong 
low-k environment case [13,15] and in strong “one-side” low-k environment three-layer case [16]. 

At this moment we have not imposed any restrictions on the both semiconductor and oxide layer 

dielectric constant values. Since the interaction potential  after Exp. (13) strongly depends on both 
the oxide layer thickness and dielectric constant value, by mutual manipulating  of these quantities 

with εS  we receive the access to discuss the  coulomb  characteristic phenomena  specific to both 

low-k (εS  >> εD) and high-k (εD >> εS ) environment cases.  
Let discuss both cases separately. 

       1. The low – k dielectric contrast case with εr  = εS  / εD  >>1. 

With the joint combination of the conditions k D ≤ 1 and εS >> εD there are distinct 2D distance ρ 
ranges, such as ρD  =  εr D  >> ρ  ≥ D and ρ  >> ρD= εr D  that Eq.(13) possesses the following 

analytical features. 

(i) For the moderate small wave vectors with k D ≤ 1 and 2D distances ρD  = εr D  >> ρ ≥ D 
in the first approximation we get 

 

*) Obtained in [12] Coulomb interaction potential expression, corresponding only to the case of 
very thin intermediate dielectric layer (kL<<1) in four-layer FET structure, goes into Eq. (9) barely 

under the condition L=
 
0. 
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We argue that the appearance of an analytic spatial dependence in the form of Exp.(14), which is 
essentially absent in a homogeneous dielectric medium case, is strictly a consequence of taking 

into account the low-k dielectric contrast effect. For comparison, note that in the presence of the 

latter effect corresponding potential in the two-layer system inversion channel in the first 
approximation has the form  V(ρ)=-2e2 /(εS +εD )ρ  for the 2D distances  ρ >> d [13, 15].  

(ii)  For the small enough wave vectors with k D << 1 and large 2D distances ρ >> ρD  = εr 

D we obtain  
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As follows, at large 2D distances interaction potential falls off as ρ-3 and at the same time strongly 

depends on the oxide layer parameters such as εD  and  D. 
       2. The high – k dielectric contrast case with εr  = εS  / εD  < 1  . 

For the long wave related  k  ≤ 1 / D vectors there are 2D distance  ρ  ranges such as  ρ  ≥  D  that 

the variable ρ / εr D  in Exp.(13) by condition εr  = εS  / εD  < 1 is always greater than unity. Thereby 
for the moderate small wave vectors case Exp. (13) preserves but for the small enough wave 

vectors case Exp. (15) would be consistent as well.   
  
4. Numerical calculation of the real-space Coulomb interaction potential  
We carried out the numerical analysis of the obtained three-layer MOSFET structure Coulomb 

interaction potential after Exp.(13) in  two cases of oxide layer thickness  D=2.5 nm and 5nm.  

At first we demonstrate Coulomb interaction energy properties with Si/SiO2 low–k 

dielectric contrast case where the following material parameters are adopted: εS  = 11.7, εD  = 3.9 

and the Bohr radius  in the bulk Si sample a0 = 6.27 nm. 
In Fig.2 we outline interaction potential V(ρ) (scaled by meV) as a function of the 

intercharge planar distance ρ (scaled by bulk sample Bohr radius a0 ). The bold and thin solid 

curves are relating to the D=2.5 nm and D=5 nm cases correspondingly. For comparison, the 
graphical curve (dashed line) relating to the two-layer (for that D→∞ and, thus, metal gate is 

absent) low–k dielectric contrast case εS /εD  > 1 described by expression V(ρ)=2e2/(εS +εD )ρ [13] is 

demonstrated as well. The latter, as expected, holds highest position since screening by metal gate 
is excluded. By decreasing D the influence of the metal gate is enhancing and interaction energy is 

weakening.  

In Fig. 3 we draw Coulomb interaction energy properties with InSb/SiO2 low–k dielectric contrast 
case where the following material parameters are adopted   εS  = 16.8,  εD  = 3.9, the Bohr radius  in 

the bulk InSb sample a0  = 65.8 nm. The details here are the same as in Fig. 1. As follows, the 

Coulomb interaction energy here is more enhanced than in Si/SiO2 based MOSFET case. At the 

same time, the graphical lines particularly in the region with ρ > (D 3D) are closer to each other 

which means that for this case with decreasing oxide layer thickness the influence of the metal gate 

grows slowly. The latter is a consequence of dielectric enhancement of Coulomb interaction 

(dielectric confinement effect) which for the noted planar distances balances the metal gate induced 
interaction energy weakening tendency. Finally let numerically discuss the high–k dielectric 

contrast case. In Figs. 4 and 5 the Coulomb interaction energy properties both with Si/HfO2 and 

InSb/HfO2 MOSFET structures respectively is demonstrated where the oxide layer dielectric 
constant value  is taken as εD  = 25 (the details are the same as in Figs. 1, 2). As we can see, two 

graphical lines relating to oxide layer width D = 2.5nm and 5nm cases in both graphs are located 

far below from two-layer  metal gate absent (D→∞) related line. This is because that metal gate 
induced screening and already dielectric de-confinement (εS  < εD  ) effects аct together and 

significantly weaken the Coulomb interaction in MOSFET channel region. At the same time, since 

the dielectric de- confinement effect for the InSb based structure is manifested relatively more less 

than in Si based counterpart thus in the region with ρ > (D 3D) the Coulomb interaction 

efficiency is more obvious. 

From the foregoing, it can be concluded that the efficiency of Coulomb interaction intensity in 
aforementioned MOSFET structures except Si/HfO2 case is quite effective, which would be 

enough ground to discuss the prospective problems related to Coulomb binding states in these 

structures. 
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5. Conclusions   

Comprehensive analysis of MOSFET structure inversion channel region related real-space 
Coulomb interaction potential properties in account of inhomogeneous and finite dielectric oxide 

background is provided. In particular, the explicit dependence of the Coulomb potential on the 

thickness of the oxide layer is established. It is shown that the efficiency of the Coulomb 
interaction on a number of existing structures is the highest in InSb/SiO2 MOSFET system. 
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respectively. The dashed curve related to the two-layer (D→∞) metal absent case. 

 

Fig. 2. V(ρ) (scaled by meV) as a function of planar distance ρ (scaled by a0 ) for the Si/SiO2 

MOSFET structure. The bold and thin solid curves are related to the D =2.5 nm and D=5 nm 

cases respectively. The dashed curve related to the two-layer (D→∞) metal absent case. 
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Fig. 4. V(ρ) (scaled by meV) as a function of planar distance ρ (scaled by a0 ) for the Si/HfO2 

MOSFET structure. The bold and thin solid curves are related to the D=2.5 nm and D=5 nm cases 

respectively. The dashed curve related to the two-layer (D→∞) metal absent case. 

 

Fig. 5. V(ρ) (scaled by meV) as a function of planar distance ρ (scaled by a0 ) for the InSb/HfO2 

MOSFET structure. The bold and thin solid curves are related to the D=2.5 nm and D=5 nm cases 
respectively. The dashed curve related to the two-layer (D→∞) metal absent case. 
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1. Introduction 

The spectrophotometric semiconductor photodetectors are applied for the optical spectral analysis. 
They will be put an end to the use of high accuracy mechanical devices, light filters, prisms and 

diffraction gratings. The photodetectors are used for creating the multi-purpose monitoring systems 

which meet the current requirements, for obtaining the information on the composition of the 
environment under study and for solving the important  identification problems from the security 

viewpoint [1,2]. The application of the developed photodetector is conditioned by the large market 
demand [3]. The work done in this direction is still on the research level [4-7]. The reason is the 

relatively complex manufacturing technology and special conditions required for the work. 

From this perspective, the creation of the high-resolution system for the spectral analysis, on the 
basis of the semiconductor detector with spectral selective sensitivity,and the implementation of the 

system in various fields will be a great achievement, since it will be cheap, fast-acting, handy and 

fit for use in field conditions. The photoelectronic processes occurring in p+ - n - p+ structuresunder 
the absorption of electromagnetic radiationare studied. The dependence of the correlation of the 

saturation currents generated by the counteracting potential barriers on the degree of the abruptness 

of p+ - n and n - p+ barriers isfound. The processes of the attraction of individual waves into the 
radiation absorbing environment conditioned by the change of the depth of that environment, the 

motives and the possibilities of the determination of the intensity and the length of the waves are 

explained. The necessity of the developed semiconductor photodetector structure for the creation of 
the cheap, fast-acting, highly sensitive system of spectral analysis, fit for use in field conditions is 

analyzed. The problems with the spectral selective sensitivity of the photodetectror and the 

solutions to those problems are examined in the process of the decoding of the radiation spectra of 
three different LEDs (blue, green, red). The comparative analysis of the photodetectors under study 

and the multicolored semiconductor photoreceivers in which multilayer structures or the cascade 

chain of active layers with different base thicknesses, describedin the modern literature, is made in 
terms of the spectral selective sensitivity and complexity of the technology. 

The qualitative connection between the radiation intensity and the oscillation changes of the values 

of the spectral photocurrentis studied. The possibilities of the optical spectral analysis with the help 
of the developed structure without high accuracy mechanical devices, light filters, prisms and 

diffraction gratings, and the use of the structure for the creation of multi-purpose monitoring 

systems, the obtainment of the data on the composition of the environment under study and the 
solution of the important identification problems in terms of securityare observed. 
 

2. The object under study 

The experimental samples of the photodetector with  p+ - n - p+ planar structure are studied. They 

consist of vertically arranged p- n junctions. The electromagnetic radiation falls from the side of the 

surface p+ - n barrier (longitudinal absorption of the radiation) and propagates to wards the 

registration range of the rear n - p+ barrier. Fig. 1 shows the schematic diagram of the 
photodetector. Contact 3 is removed from the n – base, which enables the independent study of 

photoelectric properties of the counteracting p+ - n  and  n - p+  barriers with the help of Contacts 1 

or 2. The  p+ - n  barrier is the silicide of Ti and has the height of 0.84 eV [8]. The positionof the 
Fermi level in the n – base is 0.27 eV when mixture density is1015 cm-3. Thus, the height of the 

surface barrier deepening to the baseis 0.57 eV, and it covers the 0.87 microns section of the base, 

while the height of the calculated potential barrier of the rearn - p+  junction is 0.76 eV, and itcovers 
the 1 micron section of the base. The counteracting barriers cover almost 2- micron - thick base. 
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When the external voltage is applied, one of the barriers is always forward-biased and the other one 

is back-biased, depending on the polarity. Thus, the change of the voltage brings to the change of 
the width of one barrierat the expense of the width of the other barrier. 

Figures 2 and 3 show the current-voltage characteristics (CVC) of the individual barriers. At the 

longitudinal absorption of the radiation incident from the side of the silicide barrier, the rear p+ - n 
junction of the barrier, that has greater height, provides the greater value of the saturation current 

and the small change of that current (Fig. 2) than the p+ - n junction (Fig. 3). It is due to the greater 

abruptness of the rear junction and the relatively greater value of the wave absorption depth λ = 705 
nm. 
 

 
 

Figure 2 shows the CVC of the p+ - n - p+  structure and the wave absorption λ = 705 nm when the 

voltage is applied to Contacts 1 and 2. The change of the sign of the voltage value brings to the 

saturation of the photocurrents of the counteracting potential barriers, each in its opposite bias 
range. When the voltage is negative, the saturation photocurrent is conditioned by the rear n - p+  

junction, and when the voltage is positive, the photocurrent is conditioned by the near surface p+ - n 

junction. In the second case, the saturation process is relatively smooth which is probably due to 
the increase of the voltage and the conserved resistance of the rear potential barrier with the greater 

height. While in the first case, as compared with the rear barrier, the small height of the surface 

potential barrier results inthe small resistance and the abrupt saturation of the photocurrent 
conditioned by the rear barrier. In case of the relevant polarity of the external voltage, the rear 

potential barrier expands at the expense of the decrease of the surface barrier, and the new waves 

get successively involved into the rear section of the current generation, which leads to the change 
of the photocurrent. Thus, in the registration range of the photoreceiver, starting from the most 

deeply absorbed wave, the registration is carried out successively by moving from the depth to the 

surface. It enables to develop an algorithm for the detection of the separate waves and the 
determiantion of their intensities, as well as for the determination of the absorbing material, the 

degree of the absorption and the amount of the material [9]. 

The experimental example of the spectrum obtained from the developed photodetector is shown in 
Fig. 3. It presents b) the calibrated and a) the spectral dependences obtained by the radiation of L-

813SRC-J14 (AlGaInP) LEDs absorbed in the p+ - n - p+ structure. The calibrated spectral 

maximum is in the wavelegth λmax = 660 nm. It is evident that the calibrated and the obtained 
spectra are very close to each other. 
 

3. Conclusion 

 

 3 

Fig. 1. Schematic diagram 

 of the photodetector 

 

Fig. 2. Current-voltage charactristics of p+ - n - p+ structure at 

the influence of the electromagnetic radiation when the 

wavelength  λ = 705 nm. 
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The photoelectronic processes of the double-barrier photodetector are studied. The possibility of 

the selective registration of waves is obtained experimentaly, which opens up opportunities for the 
creation of semiconductor spectrophotometers. 

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3927122/ 
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Fig. 3. a)  The experimental and b) the calibrated spectral dependences of the 

intensities of  L-813SRC-J4 (AlGaInP) LED. 
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1. Introduction 
With a view to securing the environmental safety, it is necessary to create a user-friendly sensor 

and a system of the optical spectral analysis of various environments, based on that sensor [1-4]. At 

present, the optical spectral analysis is carried out with the help of light filters, prisms and 
diffraction gratings. At the same time, high-accuracy mechanical and optical devices are used 

[5,6]. The spectrophotometric systems like this are deprived of versatility, and the performance of 

every new function requires additional facilities, which makes these systems expensive and 
unsuitable for the use in the field conditions. One of the most effective and up-to-date solutions to 

the above-stated problem is the development of such a semiconductor structure in which the 

electronic processes will provide high accuracy spectral analysis of the electromagnetic radia+-
tion. 

The research paper studies the electronic processes occurring in the specially designed 

semiconductor sensor which receives the primary information of the optical signal, and the 
possibilities of the spectral analysis with the help of these sensors. 
 

2. The object under study 

The research [7] shows that if the high-resistance semiconductor interlayer is covered by the space 
charges of oppositely directed barriers on both sides, then the thickness of each of the barriers 

changes linearly within the thickness of the interlayer, depending on the value of the external 

voltage. Such structures are able to register the spectral distribution of the intensity, thereby 
identifying different impurities and determining their amounts [8-9]. There is research done in the 

area of multicolored [10,11] and cascade [12] selectively sensitive photodetectors. However, these 

photodetectors require special working conditions and are difficult to use. Therefore, they have not 

been widely adopted.  

The current research studies the two-barrier structures (Fig. 1). The surface barrier is silicide and 

has a semimetal interlayer p+ underneath. The rear barrier is the n-p junction. 
Fig. 1 presents the structure where the n-base is an epitaxial layer doped with phosphorus and has 

the impurity density             . The rear    layer is doped with boron and has the impurity 

density          . The impurities are ionized at room temperature and determine the densities of 

the main charge carries    and    within the certain range. The charge density of silicon is 

               , the thermal energy    ⁄  is         at room temperature, the height of the 

silicide barrier      created by    is                      , and the height of the potential 

barrier of the p-n junction is ln         ⁄                       [13]. The Fermi level in the 

base is far from the conduction band edge                 ⁄           , where 

                is the effective density of states in the conduction band.  

Thus, the height of the surface barrier is    |     |         , and the difference between the 

oppositely directed potential barriers is                             . The 

calculations in [13] were made when the width of the surface barrier was        and the width of 

the rear barrier was equal to     . Thus, the base width            was almost entirely 

occupied by the oppositely directed barriers. Under the circumstances, the linear movement of    
by the external voltage changes the contribution made by the barriers in the public photocurrent, 
and creates the possibility for the detection of the waves of the absorbed radiation and for the 

determination of their intensities [8]. 
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When electromagnetic radiation is absorbed, the generation rate of electron-hole pairs changes 
exponentially, depending on the coordinate,  

                  
Here    is the incident photon flux per unit area per unit time, is equal to             , 

where   the reflection coefficient,   the absorption coefficient,   the radiation capacity,   the 

photosensitive platform area. The electrons      generated at point   per unit time make a 

contribution        into the drift photocurrent flowing through the field.  
The density of the drift photocurrent conditioned by the first junction is presented by, 

      ∫                       
  

 
        (1)  

The photocurrent density of the rear junction is conditioned by the photogeneration in the regions 

      and the rear    (Fig. 1). Taking into account the diffusion component of the    region, the 
photocurrent density of the rear barrier will be,  

                     (      
    

     
).          (2) 

The resulting density of the photocurrent flowing through the structure under study, taking into 

account the reflection coefficient R, can be represented as, 

                              [     (         
    

     
)] .  (3) 

As a result of the absorption of the integral radiation flux, the photocurrent can be presented as, 

∑                   [    ∑         (           
     

     
)],  (4) 

where the diffusion length of the minority charge carriers    in the rear    layer is bigger than the 

width   of that layer, and that is included in expression (4).            changes in the integral 

flux with the change of the emission wavelength, and            changes with the change of 

bias voltage,        is the total flux of incident photons with the wavelength   . 
In the expressions (3) and (4) the reflection coefficient is determined by the correlation of the 

experimental and calculated values of the current. It introduces a correction for the wave length 
and flow algorithm described in [9]. The length and the intensity of the most deeply penetrated 

wave is determined when the value of the external voltage is zero or is very close to zero. Then the 

subsequent steps described in [10] are taken. 
When the algorithm was tested, the data on the light and volt-ampere characteristics of the above-

described sample at the monochromatic wavelength          and          were used. Fig. 
2 and Fig. 3 show the spectral dependencies of the received intensities. Besides the principal 
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Fig. 1. p+-n-p+ structure and current direction. 
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maximum, the influence of the background radiation is also present, which corresponds to the 

testing conditions.  

 
Conclusion 
Thus, the research paper describes the possibility of carrying out the optical spectral analysis by 

means of the photodetector described above. 
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1. Introduction 

Water molecules endowed with the dipole momentum by blocking in the micro-defects of the 

silicon crystal generate there water clusters which could be considered, for the charged particles, as 
capture or scattering centers, and for the heavy charged particles – interaction centers. Due to the 

losses of the charged particles’ ionization energy, the generated free charged particles (electrons) 

by interacting with the identical centers (traps) existing in the silicon crystals, are absorbed by flow 
absorption constant value, as given below: 

∑  (       ) .                         (1) 

And correspondingly, are absorbed by the number of occupied charged particles in the traps: 

∑      (       ) .           (2) 

 
Fig. 1(a). The distribution of the potentials of electrical field in the Si crystal in case of the “line” 

and “point” models. 
 

Some part of the occupied charged particles is re-combined, the other part, by staying in the 
constant fluctuation process, gains sufficient kinetic energy for being able to get rid of the traps 

and for being included in the flow of the charged free particles with delay, thereby by lengthening 

the tailing part of the charged particles’ amplitude spectrum. On the other hand, the delay time, 
with a little error, coincides to the charged particles, occupied in the traps, average lifetime. The 

lifetime of the charged particles occupied in the traps could be described as an empirical 

dependence, as follows: 

    
 

     
   ( 

   

  
) .              (3) 

Where,     is the lifetime of the electron in the    type trap, that has     energy,       is the 

frequency factor. 
 

2. Research methodology 
In the present work we’ve built the crystal of silicon with the «Hyperchem» computer modeling 

program and immersed it into the box full of water, thereafter we’ve analyzed the generation 

characteristics of the water clusters in the Si monocrystalline’s micro-defects and the distribution 
of the potentials of electrical field within the structures surroundings.    
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Fig. 1 (b). The distribution of the potentials of electrical field in the Si crystal in case of the “blob” 

and “point” models. 
  

From the «Molecular dinamics» calculation mechanism we’ve chosen the PM3 method, which is, 

for our case, a common method for calculation of the generated potential fields for all atoms, 
system energy and molecular dynamics. As a modeling result it was obtained that regardless of the 

amount of water in the “box” the structure of water clusters in micro-defects depends on the sizes 

of the defects, rather than the quantity of water in the surroundings. If the sizes of a defect are 
smaller from 5A0, then the maximum amount of water molecules in clusters is 3. Otherwise the 

penetration of water into the hollow of the micro-defect is not beneficial from the point of view the 

energy.  
  

 

 

 

 
 

 

 
 

 

 
 

 

 
 

Fig. 2. The distribution of the potentials of electrical field in case of the small sizes of the defects 

( 5Å). 
 

The amount of the Hydrogenated water molecules is calculated by the equation (4), where   - is the 

density,      - is the radial distribution, and   – is the radius vector. 

     ∫         
  

 
 .        (4) 

Based on the energetic results of the radial distribution, it was obtained that water penetrates into 

the micro-defects by the associated form, which is beneficial from point of view the energy in case 
of the 3 water molecules, which are arranged in such a way, that the dipole momentum of the 

associate decreases, and makes it beneficial from point of view the energy [1]. However, in the 
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literature [2], there exists information that the unique (independents) molecule of water could 

penetrate into the 0.5 nm micro-defect. This would mean that the deployment of the beryllium 
network by the water molecule occurs, which is not energetically beneficial (for the beryllium the 

network constants are a=2,286 Å; c=3,584 Å). Along with the increase of the defect sizes the 

amount of water molecules increase not constantly, but partially, by generating five-pointed, 
pentagonal structures, where the interaction energy is greater than for the hexagonal case (pic. 6). 

For that purpose the energetic levels of water molecules are denser, and the potentials of the 

surroundings are more, and because of the small sizes of the micro-defects the negative electric 
field intensity in the edges of micro-defects became 107 – 109 V/m, which could act as scattering or 

capture centers for alpha particles and electrons. 
 

 

 
 

 

 
 

 

 
 

 

 
 

 
 

Fig. 3. The energetic levels of the Hydrogenated water molecules at the edge of the  

microdefect. 
 

In case of large defects water clusters are generated with several layers of pentagonal structures, 

while the following layers have more dilapidated, fragile structure rather than the first layers which 

are directly interacting with the atoms of Si [3-5]. It can be seen from Fig. 4 and Fig. 5 that there 
exist also 2 small distribution peaks, the half-width of which is more than the first one. It means 

that the third and subsequent layers are having worse arrangements and finally the last layers 

become not arranged. We are sure about that when we’re taking the option of the molecular 
dynamic in considering the radial distributions of Si, oxygen and hydrogen.  

      

 

 
 

 

 
 

 
 

 

 
 

 

 
 

Fig. 4. The radial distribution curve dependence from the radius r from oxygen I and 

hydrogen II. 

https://ru.wikipedia.org/wiki/%D0%90%D0%BD%D0%B3%D1%81%D1%82%D1%80%D0%B5%D0%BC
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     Fig. 5. The radial distribution curves for Si-oxygen and Si-hydrogen. 

 
 

 
This leads to the fact that in the edges of the defects the energetic field potential becomes greater 

because of the smaller radius. Consequently, the tension of the field in the defects increases from 

105 to 107 V/m. So, it turns out that there exists an effective size of the defect for the occupation of 
positive particles, which is 107 V/m. The free charges occupied by the water clusters with 

pentagonal structures in the volume of Si generate local centers, which lead to the re-distribution of 

the electrons. As a result in the monocrystalline of Si the electric field becomes inhomogeneous by 

the        function, and in the traps a great electric field tension is generated, where the water 
energetic levels reach up to 294 eV, which corresponds to the gamma domain’s electronic 

transitions, where the usual, as well as tunnel crossings of the proton are possible.      

The big tension of the electric field in the traps is a condition for the tunnel crossing for protons 

and for the generation of oxygen atoms with free electrons (particles) within the volume of Si. In 

work [1] it was registered as a tunnel cross of oxygen, however in our case it is a tunnel cross of 

proton, which is more likely in our opinion [6]. 
 

3. Conclusions 

The amplitude spectrum investigations of the registered alpha particles show that the associates 

embedded into the Si monocrystalline, which have other structure rather than water, could be as 
occupational or distributional centers for “alpha” particles, and for the electron-hollow pairs which 

are caused due to the losses of ionization, they could be as occupational and release centers. 
 

 

Fig. 6. The dependence of the radial distribution from energy.  
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Introduction 

Among other nanostructures, semiconductor nanowires with a diameter on typically on the order 
of 10 nm to 100 nm and aspect ratios as high as 102, even without quantum size effects, offer 

exciting possibilities as building blocks for different photovoltaic devices, in particular, for 

photosensitive elements in highly integrated optoelectronic devices [1] and for third generation of 
solar cells [2]. Nanowire based photo detectors can yield higher light sensitivity than their bulk or 

thin film counterparts due to the large surface-to volume ratio and small dimensions comparable to 

the carrier diffusion length [3,4]. 
Because of inherently large surface-to-volume ratio, nanowires contain an extremely high density 

of surface states very often causing Fermi level pinning near the middle of the bandgap. Due to the 

exchange of electrons between the surface and volume and their trapping at surface states, 
nanowires can exhibit a depletion space charge layer with an extension of the order of the nanowire 

diameter or even inversion effects [5], which can strongly influence the electric and photoelectric 

characteristics of nanowires and nanowire based devices.  Control of the depletion layer thickness 
is important for the operation of nanowire devices as field-effect transistors [6], photoconductive 

optical detectors [7] and solar cells [8]. To better understand these effects  several solutions of 

Poisson`s equation have been presented [9] in order to provide a comprehensive model of nanowire 
surface depletion as a function of surface (or  interface) state density and their energetic 

distribution, nanowire radius and doping level [5].  Because of interrelation between the surface 

states filling, potential and mobile charge radial variation and surface potential Poisson equation is 

not liner and must be solved self-consistently. In general all these theoretical calculations have 

shown that for the given doping level small diameters result in full-depletion of nanowires, thus 

minimize the dark current. Therefore it is important for many applications to establish simple 
analytical approach for estimating radius of full depletion in nanowires. Here we will present a 

simple approach to find the critical radius for full depletion in relationship to surface states density, 

ionization energy and bulk doping level. 

Later we will assume that the nanowire radius   is greater than de Broglie wave length, so 
we can neglect in our calculations all quantum size effects.  
 

The size dependent surface band bending and critical radius 

Here we consider nanowire of n-type conductivity with uncompensated concentration of 

shallow donors    and acceptor-like recombination traps on the surface with the 

concentration   , capturing electrons from the volume. For the simplicity we assume that 

only one type of acceptor-like states with ionization energy    exists on the surface. The 

negative charge of surface states give rise to a positively charged depleted region, which  is 

formed near the surface of the nanowire and has the width  . This causes surface band 
bending with the equilibrium potential barrier. The band bending diagrams for nanowires 

with different radiuses are illustrated in Fig. 1 [10]. 

The decrease of the nanowire diameter leads to its complete depletion at a critical radius    

(Fig. 1.b). We must note that such situation is possible if    is enough large and all electrons 

from the volume of NW trapped by surface are not able to fill all surface states i . e    
   

 
. 

Further decreasing of the radius causes the reduction of surface potential barrier and the total 

space charge (Fig. 1.c). So the surface recombination barrier becomes size dependent.  
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Fig 1. The band bending in nanowires with different radiuses. 

 

To define the critical radius of nanowire we must solve the Poisson equation for the 

electrostatic potential      in the space charge region          written in the standard 
cylindrical coordinates:  
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where   is the elementary charge,    is the electric constant,   is the dielectric constant of 
nanowire. We have the following boundary conditions;  
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where    is the surface concentration of electrons and  
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Here    is the Fermi level,   is the Boltzmann constant,   is the absolute temperature. 

Solving Poisson equation by using boundary conditions we get for   (   ) 
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where    is the effective density of states in the conduction band. 
Now we can examine the dependence of critical radius of semiconductor nanowires on 

doping level, surface states density and their ionization energy (Figs. 2-4). 
 

 
Fig. 2. Critical radius dependence on ionization energy of surface states for   -nanowire 

(                              ). 
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Fig. 3. Critical radius dependence on surface states concentration for   -nanowire 

(                        ). 

 
Fig. 4. Critical radius dependence on doping level for   -nanowire 

(                              ). 
 

Conclusions 

When the radius of semiconductor nanowire is comparable with the Debye screening length there 

is a critical radius when the nanowire is fully depleted. The Poisson equation is solved to find 
potential distribution in nanowires as a result of surface depletion for different parameters of 

surface states. The dependence of critical radius on doping level, surface states density and their 

ionization energy is examined and it is shown that the change of that parameters has a great 
influence on the values of critical radius. 
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Abstract 

Chemical sensors based on metal oxides semiconductors are known since 1954 – 1962, when the 
effects of reaction of metal oxides with the surrounding atmosphere were discovered and the first 

commercial gas sensor was developed in Japan from FIGARO company. Since then they attracted 

the attention of researchers working on sensors thanks to low costs of fabrication, simple 

preparation and operation, large number of potential detections and applications together with the 

possible device miniaturization. Recently, the growing demand for Internet of Things (IoT) 

technology further pushed the requirements for the sensor community, including very low power 
consumption, low limit of detection, high sensitivity on a large spectrum of concentration, the long 

term stability, to name but a few. Also due to increasing interest for IoT applications the chemical 

research community produced more that 50000 publications only on sensor sensibility. Nanowires 
in particular present a high surface to volume ratio and   lateral size comparable with the depletion 

region that provide a way to enhance the effects of surface phenomena, moreover they may be 

single crystalline and have well defined crystal orientations, leading to controlled reactions and 
increased stability. Metal oxide quasi-1D nanostructures have been prepared according to the 

recently proposed evaporation-condensation process with Vapour-Liquid-Solid growth mechanism, 

consisting of thermally-driven evaporation of bulk metal oxides followed by condensation and by 
the thermal oxidation method. Structural characterization has been performed in order to confirm 

the amount of material deposited on nanowires. Batches of conductometric sensors 

(chemiresistors) based on nanowires have been fabricated and tested towards different gases to 
compare their functional properties. To develop gas sensors featuring different response spectra, 

useful to gain selectivity through the exploitation of an Electronic Nose system, we followed two 

routes: i) the preparation of chemiresistors layers based on different oxides, namely SnO2, ZnO, 
CuO; ii) the functionalization of nanowires with catalytic nanoparticles such as Au, Ag, CuO. To 

investigate the morphology of metal oxide nanostructures and the effectiveness of the 

functionalization process, a field-emission scanning electron microscope SEM LEO 1525 equipped 
with EDX detector was used (Figure 1 (a) – (d)). The different effect of the working temperature 

on the response to NO2 and ethanol are shown in figure 2 (a) – (b) for ZnO and SnO2 based gas 

sensors. Moreover, results on heterostructured nanomaterials (such as ZnO/NiO), and their 
functional properties will be discussed together with the exploitation of innovative transduction 

principles (optical and magneto-optical chemical sensors). As the next step to develop a more 

complete and performing sensing instrument, the talk will further focus on the integration of metal 

oxide gas-sensors in a portable and reliable instrument, often referred as electronic-nose (EN), 

based on an array of different sensors, whose collective response is handled by means of a pattern 

recognition software. In particular, the authors have developed, in cooperation with the spin off of 
University of Brescia Nano Sensor Systems srl,  an EN called S3 (Small Sensor System). This 

allows to obtain selectivity and analysis capability also working with atmospheres as complex as 

those encountered in security ad food safety applications. In these fields, targets are not single 
molecules, but smells composed by hundreds (if not thousands) of compounds, whose analysis 

through analytical chemical techniques remain a challenge. The S3 EN has been successfully 

employed in various areas including   food quality control and safety. Regarding food applications 
where including the diagnosis of microbial pathogens contamination. While regarding the security 
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filed the EN was applied for hidden-people detection, using its capability to detect odour related to 

human-sweat. To this aim, artificial sweat samples have been prepared starting from a chemical 
blend simulating the human-sweat environment and here inoculating bacteria typical of human-

skin. Our results show the potentiality and flexibility of the proposed NWs MOX technology in 

both security field or food safety. 
 

 
Fig. 1.  SEM images of the different morphologies obtained for znc (a), tin (b) oxides prepared by 

thermal evaporation and copper (c) and zinc (d) oxides prepared by thermal oxidation (The bar is 1 

micron). Sensor temperature effects on the ZnO and SnO2 based gas sensors to ethanol (e) and NO2 
(f).  

 
Fig. 2. Sensor temperature effects on the ZnO and SnO2 based gas sensors 

to ethanol (a) and NO2 (b). 
Acknowledgement: This work was partially supported by the FP7 project N. 313110 “Sniffer for 
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1. Introduction  
Aroma is one of the most significant parameters of foods from the sensory point of view. The 
characteristic flavour of VOCs, so called fingerprint, may offer information about safety and quality of 

food, performing sometimes as an indicator of process mistakes as well.  

Indeed, some volatile compounds can be originated from biochemical processes of food, as a 
consequence of technological food chain or product storage. 

Unwanted smell, so-called off-flavour, may involve substances originating from the metabolism of 

spoilage microorganisms, bacteria, and fungi that adulterate naturally or unintentionally the products 
before or during its production. On the other hands consumers have become always more aware and 

interested about the quality and the safety of the consumed food. Microbial contamination creates a large 

amount of losses every year and a represent big challenge to the quality control labs. This can occur due 
to the contaminated or non-treated raw material or due to problems in the production plants.  

An important part of the development of more efficient ENs is related to the progress in materials 

science. Focusing on metal oxide based chemiresistors, which are among the widest used sensors, in 
recent years metal oxides with nanowire structure have been proposed as effective materials for gas 

sensing applications.  

In the last decade, electronic noses (EN) have become very popular as monitoring tools in evaluating 
food quality and safety.  

In this paper, important applications of EN in food control were examined, concerning different relevant 

issues in the food field of food quality and control. 
a) The water microbiological pollution represents one of the most hazard for the human health due to 

the pathogenic contamination.  

b) The ripening process of high quality Parmigiano Reggiano PDO cheese that influences the quality 
and the authenticity of the cheese. 

c) Microorganisms like Listeria monocytogenes, Salmonella tiphymurium and Candida lbicans 

that have the potentiality to create problems in the food industry, may also come from the 
human skin microbiota, called, cross-contamination. 

Another main target of this work was to illustrate the broad spectrum of potential uses of sensor 

technology in this field and to show the potential of the new Nanowire technology. 
 

2. Methods  

2.1. Sensors preparation and electronic nose  

The electronic nose used in the present work merges two metal oxide sensor technologies, namely thin 
films and nanowires.  

Thin films have been fabricated according to the rheotaxial growth and thermal oxidation (RGTO) 

technique. Briefly, RGTO metal oxide layers are grown by deposition of the related metallic layer by 
means of sputtering using a 50 W power in argon pressure keeping the substrate at the temperature of 

400◦C. The metallic film is then oxidized in two steps: a 4-h annealing at the temperature of 250 ◦ C 

followed by a 6-h treatment at 600◦C. Such a procedure was shown to be effective to promote the 
complete oxidation of the metallic layer and induce nanostructured morphology. Metal oxide nanowires 

were synthesized directly on the active transducers by evaporation-condensation technique.  

Bulk tin and zinc oxide powder were placed in the middle of an alumina furnace at high temperature 
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(1370 oC) to evaporate the material. An inert gas flow (Argon, 100 sccm) was injected into the furnace, 

to move the cloud of material towards a colder region of the furnace (≈800 oC) where the substrates are 
located. Prior to nanowires synthesis, noble metal nanoparticles (platinum) were deposited on the 

substrates by RF magnetron sputtering as a catalyst for nanowires growth. The evaporated metal oxide 

material condensates on the substrates, forming a dense mat of nanowires. The pressure inside the 
furnace was set at 100 mbar, and the deposition time was 5 min. A new Small Sensors System (S3) 

model designed and built at SENSOR Laboratory, Brescia, Italy. This portable device consists of 

six MOS gas sensors as sensing elements, flow sensors, temperature and humidity sensors, and 
actuators (valves, pumps), all enclosed in a compact cell. The multi-sensor array was interfaced 

with an autosampler head space system HT280T (HTA srl, Brescia, Italy) which consisted of a 40 -

loading-site carousel and a shaking oven to equilibrate the sample head space (Fig. 1).  
 

 
Fig. 1. Complete set-up showing the S3 sensor device connected with an HT280T autosampler head 

space system for cheese analysis. 
 

This set-up has been applied to 3 different fields mentioned before are illustrated as follows: 
a) In order to carry out the analysis, three samples have been used: drinking water from bottle, 

tap water and a pathogenic indigenous microorganisms’ solution. The pathogenic 

microorganisms were isolated from river wastewater with the use of “filtration membrane” 
and therefore specific microorganism solution was developed depending on the incubation 

temperature, the incubation time and the selective culture medium. 

b) Eight grated cheese samples of Parmigiano Reggiano from different provinces of origin, 
altitude zone, and different ripening times were procured from Consorzio del Formaggio 

Parmigiano Reggiano (CFPR), Reggio Emilia, Italy. The cheese samples were ripened for 11, 

13, 18, 24, 30, and 36 months. They were stored at 4 °C before performing the color 
measurements, S3 analysis and sensory evaluation. 

c) Different works have been addressed to investigate the most reliable receipt to prepare an 
artificial solution simulating the environment offered by human sweat to microbiota 

(Table1). Based on these works, one of the most accredited receipts is here adopted. Its 

composition is as follows:  
–0,5%NaCl(w/v)(85mM), 

–0,1%KCl(w/v)(13mM), 

– 0,1% Lactic Acid (w/v) (17 mM),  
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– 0,1% Urea (w/v) (16 mM).  

All the compounds should be diluted in distillate sterilized water. The pH of the solution was 
adjusted using NaOH solution 4 M, until it reached a pH of 5.5, which is the normal pH of the 

human skin.  

 
Table. 1 Blend of microrganism used for the inoculation in artifical sweat.  

BLEND KIND OF MICROORGANISMS 

 BACTERIA YEAST FUNGI 

MIX A Listeria Monocytogenes Trichosporon spp. MMSI 

MIX B Escherichia coli Rhodotorula spp. FGO3 

MIX C Salmonella enteritidis Candida Albicans FGB2 

CONTROL CSS whit no microbial species inoculated 

 

i. Samples were diluted till reaching a measurable optical density (ODs).  

ii. The optical density (ODs) of such diluted sample was measured at 600 nm.  
iii. Using the McFarland Microbial Standard, it is possible to obtain the microbial 

concentration in the diluted sample. The number 3 of the McFarland Standards 

corresponds to 9 × 108 CFU/ml. It is necessary to measure also the OD of this solution 
(ODmf).  

iv. To calculate the microbial concentration in the stock solution is enough to multiply for 

the dilution factor (DF).  
 

3. Conclusions 
In this work, metal oxide nanowire and RGTO thin film technologies have been merged into an 

electronic nose, which has been adopted to assist the analysis of microbiological growth in an 

artificial sweat solution, microbial development in water and quality standards of Parmigiano 
Reggiano. The achieved results show that depending on the headspace developed by the 

microorganisms and the cheese samples, the electronic nose can be used to discriminate the 

microorganism Blends from their medium (artificial chemical sweat), and to follow the different 
stages of the culture development microbial water contaminant, and provide information about the 

ripening and the production area of the Parmigiano Reggiano. These results open an important 

prospective for the exploitation of metal oxide and electronic nose technologies in different fields 
such as medicine, food safety and quality control.  
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1. Introduction 

Threat of military operations and terrorist acts with application of chemical agents is not 

only maintained, but also unfortunately rises in the modern world. Two sarin gas attacks 

in Japan (Matsumoto and Tokyo, 1994-1995) and recent military operations in Syria 

confirm this horrible reality. Therefore, in all countries the researchers continue to 

investigate the possibility of developing of sensors for detection of chemical agents. 

Note that chemical agents include chemical warfare agents (e.g., sarin, soman, tabun, 

ethyl sarin, sulfur mustard, nitrogen mustard, hydrogen cyanide, arsine, chlorine, 

phosgene et.al.) and toxic industrial chemicals (hydrogen cyanide, nitrous oxide, carbon 

monoxide, dichloromethane, phosphorus pentafluoride et al.). Sensors for detection of 

chemical agents should be sensitive to very low concentrations of agents – considerably 

lower than immediately dangerous to life or health concentrations. Note also that 

because of extremely high toxicity of CWAs their handling in laboratory, when testing 

the related sensor, is very dangerous risk. Therefore, many researchers in place of 

SWAs usually utilize an appropriate simulants for the testing of sensor devices. For 

example, dimethyl-methyl-phosphonate is often studied as a simulant of nerve agents 

such as sarin and soman, 1,5-dichloropentane and di(propyleneglycol) methyl ether are 

considered as simulants of mustard gas (vesicants agents), acetonitrile known as a 

simulant for cyanide agents. Several techniques have been developed to detect the 

chemical warfare agents (CWAs) and toxic industrial chemicals (TICs) such as infrared 

spectrophotometry, raman spectroscopy, colorimetric indicators, ion mobility 

spectrometer and mass spectrometers combined with gas chromatographs. Several kind 

of gas sensors have been developed based on different sensing materials and various 

transduction platforms. The main classes of gas-sensing materials include metal oxide 

semiconductors, metal-oxide/polymer composite, carbon nanotube, graphene and other 

novel materials. Now arrays of chemically sensitive micro resistors produced from 

semiconductor metal oxide are considered as one of the most promising basic 

technologies for detection of chemical agents. These metal oxide based chemiresistive 

semiconducting sensors offer advantages such as their very low cost, high sensitivity, 

fast response and recovery times, easy in manufacturing, small size, simple electronic 

interface, low power consumption and portability [1-4]. SnO2 is the most studied 

material and SnO2-based gas sensors have been used to detect CWAs and TICs [5-8], 

but other semiconductor metal oxide such as TiO2, WО3, ZnO, CuO, In2O3 have also 

been considered [9-11]. In this paper we report about the development of technology 

and fabrication of a Co-doped SnO2 nanostructured films based sensors for detection 

such CWAs as sarin and yperite, and such TICs as dichloroethane, dichloromethane, 

dimethylformamide and propylene glycol. The Co-doped SnO2 thin films were 
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synthesized by the high-frequency magnetron sputtering method and their sensing 

properties were investigated. 
 

2. Materials and measurements methods 
Ceramic targets made of metal oxide SnO2 doped with 2 at.% Co were synthesized by 

the method of solid-phase reaction in the air. The powders of initial oxides (SnO2 and 

Co2O3) were weighed in the applicable quantities. This mixture was carefully 

intermixed and pressed. The compacted samples SnO2<Co> were exposed to thermal 

treatment in the programmable furnace Nabertherm, HT O4/16 with the controller C 42. 

The annealing was carried out at 500 °C (five hours), 700 °C (five hours), 1000 °C (five 

hours) and 1100 °C (five hours) consecutive. Then, the synthesized compositions were 

subjected to mechanical treatment in the air in order to eliminate surface defects. Thus, 

smooth, parallel targets with a diameter ~ 40 mm and thickness ~ 2 mm were prepared.  

Chemical composition of prepared SnO2 <Co> targets was studied using Niton™ XL3t 

GOLDD+ XRF Analyzer. The results of this investigation have shown that the real 

content of cobalt’s atom on the surface of the prepared ceramic targets was equal 1.3% 

(Fig. 1). 

Prepared semiconductor SnO2<Co> targets had sufficient conductance and were used 

for deposition of nanosize films using the high-frequency magnetron sputtering method. 

An alumina or Multi-Sensor-Platforms (purchased from TESLA BLATNÁ, Czech 

Republic) were used as substrate for films. In last case, when the Multi-Sensor-

Platforms were used as substrates, the chip can be kept at constant temperature using 

heat resistance. The platform 

integrates a temperature 

sensor (Pt 1000), a heater and 

interdigitated electrode 

structures in platinum thin 

film on a ceramic substrate. 

Heater and sensor are covered 

with an insulating glass layer. 

Gas sensitive layer made of 

SnO2<Co> was deposited 

onto the non-passivated 

electrode structures. That way 

the Multi-Sensor-Platform 

was converted into gas 

sensor. The following 

working conditions of the 

high-frequency magnetron 

sputtering were chosen: the 

power of the magnetron 

generator unit was 60 W; the 

substrate temperature during 

sputtering was 200 °C; 

duration of the sputtering process was equal to 20 minutes for SnO2<Co>. The sensing 

device was completed through the ion-beam sputtering deposition of palladium catalytic 

Fig. 1. The result of chemical analysis of  

the SnO2<Co> target. 
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particles (the deposition time ~ 3 seconds). The interdigited gold contacts were 

deposited (the deposition time was 1 hour) by ion beam sputtering method on the 

surface of the sensing layers when the alumina substrate was used. Further annealing of 

the manufactured structures in the air was carried out at temperature 350 °C during 

2 hours to obtain homogeneous films and eliminate mechanical stress. 

The thickness of the deposited doped metal oxide films was measured by Ambios XP-1 

profilometer (see Fig. 2). The 

thickness of the SnO2<Co> 

films was equal 160 nm. 

Morphology of the deposited 

Co-doped SnO2 films was 

studied by scanning electron 

microscopy using Mira 3 LMH 

(Tescan). The result of the 

study of morphology for the 

deposited doped metal oxide 

films is presented on the Fig. 3. 

The average size of 

nanoparticles was equal 

18.7 nm. 

Gas sensing properties of 

prepared sensors made from 

Co-doped SnO2 metal oxide 

films under the influence of 

TICs were measured in YSU 

using home-made developed 

and computer-controlled static 

gas sensor test system [12]. The 

sensors were reheated and 

studied at different operating 

temperatures. When the 

electrical resistance of sensors 

was stable, the vital assigned 

amount of compound in the 

liquid state for sensors testing 

was injected in measurement 

chamber by a microsyringe. 

Moreover, the target matters 

were introduced into the 

chamber on the special hot plate 

designed for the quick 

conversion of the liquid 

substance to its gas phase. After 

its resistance reached a new 

constant value, the test chamber was opened to recover the sensors in the air. The sensor 

on alumina substrate is put on the heater which allows raising temperature of the sensor 

Fig. 2. The thickness measurement result  

for the Co-doped SnO2 films. 

Fig. 3. The SEM image for the SnO2<Co> films. 
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working body up to 350 °C. Testing of the SnO2<Co> semiconductor sensors responses 

to the different gases such as dichloroethane, dichloromethane, dimethylformamide and 

propylene glycol vapors was carried out at the different operating temperatures (from 

room temperature up to 350 °C). All measurements were carried out at sensor applied voltage 

0.5 V. Investigations of the sensitivity of the prepared sensors made of Co-doped SnO2 films to 

CWAs such as sarin and yperite were carried out at University of Defence (Vyshkov, Czech 
Republic). Measuring system for gas sensor testing works as vacuum-type, where gaseous sample 

from sample bag flows through 3-way valve to glass measuring chamber and then through 

flowmeter to membrane pump, which generates vacuum. Sample bags are multi-layer foil 
chromatography bags (Supelco brand) with aluminum foil. Measuring glass chamber can be 

equipped by 4 different gas 

sensors connected via electrical 
feedthroughs. Resistance of 

sensitive layer is recorded by DC 

measurement by Agilent 34970A 
data logger unit with multiplexer 

card. Gaseous sample with 

concentration in ones of ppm are 
prepared by procedure, where in 

the first step we fill the sample 

bag with defined volume of 
ambient air (the same air we fill 

also to the second bag as 

reference), then we inject 
calculated volume of liquid agent 

by Hamilton syringe via septum 
to the sample bag. Sample bags 

were kept for at least an hour 

prior measurement until injected 
agent evaporates in the bag fully. 

Prepared sample bags with 

contain of agent and with 
reference air are connected to 3-

way valve, by which we can 

switch desired atmosphere. These 
measurements were carried out at the operating temperature 210 °C. 
 

3. Results and discussion 

We investigated the sensitivity of prepared SnO2<Co> sensors to such TICs as 

dichloroethane (C2H4Cl2), dichloromethane (CH2Cl2), dimethylformamide (C3H7NO) 

and propylene glycol (C3H8O2). The sensors manufactured by us are resistive, i.e., their 

operation is grounded on changes in the resistance of gas sensitive semiconductor layer 

under the influence of target gas due to an exchange of charges between molecules of 

both the semiconductor film and adsorbed target gas. As known there are ions O2
-, O- 

and O2- on the surface of semiconductor films. They originate due to electrons which 

are captured by adsorbed oxygen on the surface of oxide: 

    O2 (gas) ↔ O2 (ads),        (1) 

O2 (ads) + e- ↔ O2
- (ads),      (2) 

O2
- (ads) + e- ↔ 2O- (ads),                     (3) 

  O- (ads) + e- ↔ O2- (ads).                    (4) 

Fig. 4. The SnO2<Co> sensor resistance variation 

under the influence 200 ppm of dichloromethane 

at different work body temperatures. 
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The exchange of charges takes place between these surface oxygen species and target 

gas molecules. So, the reaction between 

oxygen species and dichloroethane, 

dichloromethane, dimethylformamide and 

propylene glycol can be simply described by 

reactions (5), (6), (7) and (8), respectively. 

C2H4Cl2 + 3O- →2HCl↑ + 2CO2↑+ H2O↑+3e-, 

(5) 

CH2Cl2 + 2O- → 2HCl↑ + CO2↑ + 2e
- ,     (6) 

2C3H7NO+21O- → 6CO2↑ +4NO2↑+    

7H2O↑+21e- ,         (7) 

 C3H8O2 + 8O- →3CO2↑ +4H2O↑+ 8e- .    (8) 

A variation of the sensor resistance takes place   

variation of resistance was fixed as sensor 

response. 

The typical curve demonstrating the changing 

of the sensor resistance under the influence of 

the target gas at invariable temperature of the 

work body is presented on the Fig. 4. 

The sensor sensitivity was determined as the 

ratio Rair/Rgas, where Rgas is the sensor resistance in the presence of target gas in the air 

and Rair is the sensor resistance in the air without target gas. The dependence of the 

SnO2<Co> sensor sensitivity to 350 ppm dichloroethane and 500 ppm 

dimethylformamide on 

temperature of the work 

body is presented on the 

Fig. 5. Investigated Co-

doped SnO2 metal oxide 

sensors demonstrate 

response to 350 ppm 

dichloroethane starting from 

 C. The resistance of the SnO2<Co> sensor was changed more than on order under° 100

the influence of 500 ppm dimethylformamide at operating temperature 300 °C. The 

SnO2<Co> sensor sensitivity to 200 ppm dichloromethane and 650 ppm propylene 

glycol at different work body temperatures is presented on the Table 1. The response to 

200 ppm dichloromethane and 650 ppm to propylene glycol was detected for prepared 

SnO2<Co> sensors starting at 150 °C. The best sensitivity was achieved at operating 

temperature 200 °C and 300 °C to 200 ppm dichloromethane and 650 ppm to propylene 

glycol, respectively. The sensitivity of our SnO2<Co> sensors to vapours of sarin and 

yperit was measured in the University of Defence (Vyskov, Czech Republic). As shown 

from the presented results of these measurements (Fig. 6 and Fig. 7), the sensor is 

exposed comparatively greater concentration of gas (200 ppm sarin and 100 ppm 

yperite) in the beginning of the measurements. Thus, the stabilization of the sensor 

parameters occurs. After that the SnO2<Co> sensor was sensitive to yperite starting 

from 25 ppm. The sensitivity to 50 ppm and 12.5 ppm sarin were equal ~8 and ~15, 

accordingly, at the operation temperature 210 °C.  

Table 1. The Co-doped SnO2 sensor sensitivity 

Temperature dichloromethane 

(200 ppm) 

propylene glycol 

(650 ppm) 

150 °C 3.5 2 

200 °C 36 22.7 

250 °C 10.4 282 

300 °C 9 417 

350 °C 13.5 207 

 
 

Fig. 5. The SnO2<Co> sensor sensitivity 

dependence on temperature to 500 ppm 

dimethylformamide (1) and 350 ppm 

dichloroethane (2). 

Fig. 5. The SnO2<Co> sensor sensitivity 

dependence on temperature to 500 ppm 

dimethylformamide (1) and 350 ppm 

dichloroethane (2). 
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3. Conclusions 
The technology for the manufacturing of semiconductor sensor made of Co-doped SnO2 

was developed. Nanostructured films SnO2<Co> were deposited onto the alumina 

substrate and Multi-Sensor-Platforms using the high-frequency magnetron sputtering 

method. The thickness of sensitive layer was measured; its chemical composition and 

surface morphology were studied. Specimens detecting CWAs and TICs were 

manufactured and investigated. The response of the prepared thin-film Co-doped SnO2 

sensors to different concentrations of sarin and yperite was measured at the operating 

temperature 210 °C. The responses to various TICs (propylene glycol, dichloroethane, 

dichloromethane and dimethylformamide) were measured at different temperatures of 

the SnO2<Co> sensor work body. 
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Fig. 6. The resistance variation under 

influence of sarin for the Co-doped SnO2 

sensor (1). Curves (2) and (3) -gas 

Fig. 7. The resistance variation under influence of 

yperite for Co-doped SnO2 sensor (1). Curves (2) and 

(3) - gas concentration and work body temperature, 

accordingly. 
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1. Introduction 

Hydrogen peroxide (H2O2) is subsumed under the category of matters that are dangerous for man 
with certain maximum permissible concentration. Therefore, the development of sensors for 

determination of the H2O2 concentration in the environment is important and attracts interest of 
chemists, physicians, industrial engineers, etc. The H2O2 stable sensors can be used in analytical 

chemistry, in various fields of the industry (food, textile, pharmaceutical), for an environmental 

control, in clinical diagnostic for prompt and reliable specification of diagnoses of different 
diseases and check of a course of treatment. 

Several techniques have been developed for a reliable and sensitive detection of H2O2, such as 

chemiluminesce, fluorimetry, liquid chromatography, spectrophotometry and fluorescence. These 
techniques are complex, expensive and time consuming. Now the electrochemical sensors are wide 

used [1-6]. A large range of materials such as ferric hexacyanoferrate (Prussian blue) and other 

metal hexacyanoferrates, redox proteins, metallophthalocyanines and metalloporphyrins, transition 
metals and metal oxides have been applied in these sensors. Advantages of these sensors are 

simplicity of manufacturing, good response and a capability of control in a real time. In recent 

years, nanotechnology progress is promoted advance in the field of manufacturing of the H2O2 

electrochemical sensors. For example, carbon nanotubes and graphene can be used either as 

substrates with high specific area for catalytic materials or as electrocatalysts by themselves. Note 

that process of chemical decontamination can be carried out in two different ways: the first is the 
wet approach using water or any other solution of H2O2 (certain concentration) and the second one 

is the dry method using H2O2 in vapor phase [7]. The correct selection of the H2O2 concentration 

during the sterilization of the equipment technological surfaces and also control of the H2O2 

content in air after completion of disinfection cycle are very important. Therefore, the development 

and manufacturing of stable and reproducible sensors sensitive to H2O2 vapors are extremely 

required. The H2O2 vapor phase checking is also crucially significant in connection with 
counterterrorism efforts. The most used method is based on the determination of the concentration 

of H2O2 vapors after cooling down and being absorbed in the water. An amperometric sensor for 

detection of H2O2 vapors made of an agarose-coated Prussian-blue modified thick-film screen-
printed carbon-electrode transducer was investigated [8]. Near infrared spectrophotometry was 

used for the monitoring of the concentration of H2O2 vapors in the course of sterilization [9]. It was 

reported about manufacturing of organic core/sheath nanowires with waveguiding core and 

chemiluminogenic cladding and manufacturing of organic single-wire optical sensor for H2O2 

vapors [10]. The chemiresistive films made from organic p-type semiconductors phthalocyanines 

metalized with elements of p-, d-, and f-blocks were also sensitive to H2O2 vapors [11]. 
The aim of the present paper is development of technology, manufacturing and investigations of 

solid-state hydrogen peroxide vapors sensors made from semiconductor metal oxide 

nanostructured ZnO<La> films. 
 

2. Experimental 
Ceramic targets made of metal oxide ZnO doped with 1 at.% La were synthesized by the method of 

solid-phase reaction in the air in the programmable furnace Nabertherm, HT O4/16 with the 
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controller C 42. The following program of annealing for the compact samples of ZnO<La> was 

chosen: rise of temperature from room temperature up to 1300 °C for three hours, soaking at this 
temperature during four hours, further decrease in temperature for three hours prior to room 

temperature. Then, the synthesized compositions were subjected to mechanical treatment in the air 

in order to eliminate surface defects. Thus, smooth parallel targets with a diameter ~ 40 mm and 
thickness ~ 2 mm were manufactured. 

Prepared semiconductor ZnO<La> targets had sufficient conductance and were used for deposition 

of films using the high-frequency magnetron sputtering method. An alumina or Multi-Sensor-
Platforms (purchased from TESLA BLATNÁ, Czech Republic) were used as substrate for 

nanosize films. In last case, when the Multi-Sensor-Platforms were used as substrates, the chip can 

be kept at constant temperature using heat 
resistance. The platform integrates a 

temperature sensor (Pt 1000), a heater and 

interdigitated electrode structures in platinum 

thin film on a ceramic substrate. The heater 

and sensor are covered with an insulating 

glass layer. Gas sensitive layer made of ZnO 
doped with 1 at.% La was deposited onto the 

non-passivated electrode structures. This way 

the Multi-Sensor-Platform is converted into 
gas sensors. The following working 

conditions of the high-frequency magnetron 

sputtering were chosen: the power of the 
magnetron generator unit was 60 W; the 

substrate temperature during sputtering was 

200 °C; the sputtering process was carried out 
during 15 and 30 minutes for preparing films 

with different thickness. The sensing device 

was completed through the ion-beam 

sputtering deposition of palladium catalytic 

particles (the deposition time was 3 seconds). 
The interdigited titanium contacts were 

deposited (the deposition time was 

50 minutes) by ion beam sputtering method on 
the surface of the sensing layers when the 

alumina substrate was used. Further annealing 

of the manufactured structures in the air was 
carried out at temperature 250 °C to obtain 

homogeneous films and eliminate mechanical 

stress. The thicknesses of the deposited doped metal oxide films were measured by Ambios XP-1 
profilometer. Morphology and chemical composition of the deposited ZnO<La> films were studied 

by scanning electron microscopy (SEM) using Mira 3 LMH (Tescan) and energy-dispersive X-ray 

spectroscopy using Quantax 200 with XFlash 6|10 detector (Bruker) with resolution of 127 eV, 
respectively. Response of the prepared sensors made of doped metal oxide films under the 

influence of H2O2 vapors was measured in YSU using a home-made system [12]. Sensors were 

placed in a hermetic chamber. A certain quantity of H2O2 water solution was placed in the chamber 
to reach a corresponding concentration of H2O2 vapors. Measurements of the manufactured sensors 

response (the sensor resistance changes under the H2O2 vapors influence) were carried out at 

different concentrations of H2O2 vapors. The sensor on alumina substrate is put on the heater which 
allows raising temperature of the sensor working body up to 350 °C. A platinum heater on a front 

side of the sensor on Multi-Sensor-Platforms ensures a necessary temperature of the work body. 

All measurements were carried out at sensor applied voltage 0.5 V. 

Fig. 1. The thicknesses measurement 
resultes for ZnO doped with 1 at.% La  

films with sputtering duration of 15 (a) 

and 30 minutes (b). 

a) 

b) 



78 

 

Investigations of the sensitivity of the prepared sensors to H2O2 vapors with concentration below 

than 100 ppm were carried out at University of Chemistry and Technology (Prague). In particular, 
the temperature dependence of sensitivity to 100 ppm H2O2 vapors was investigated. Measurements 

of the sensitivity of the ZnO<La> sensors to 

10 ppm H2O2 vapors were carried out by the 
following way. Firstly, an atmosphere 

containing 10 ppm of H2O2 vapors was 

prepared in a laboratory model of an isolator. 
This H2O2 vapors concentration decreased by 

spontaneous decomposition of H2O2. When a 

reference device (Dräger Sensor® H2O2 HC) 
could not detect any H2O2 vapors, the sensor 

was inserted into the model isolator. Then, 

sensor responded immediately. When the 

maximum response was reached, the sensor 

was taken out into an atmosphere without 

any traces of H2O2 vapors. This process was 
repeated three times. 
 

3. Results and discussion 

The thickness of the ZnO doped with 

1 at.% La films prepared during 15 and 
30 minutes was equals 80 nm and 210 nm, 

respectively (Fig. 1). Results of the study of 

morphology for the deposited doped metal 
oxide films are presented on the Fig. 2. The average size of nanoparticles was equal 18.7 nm. The 

sensor manufactured by us is resistive, i.e., its operation is grounded on changes in the resistance of 
gas sensitive semiconductor layer under the influence of H2O2 vapors due to an exchange of 

charges between molecules of the semiconductor film and adsorbed H2O2 vapors. A variation of the 

sensor resistance takes place as a result of such exchange of charges. This variation of resistance 
was fixed as sensor response. 

 
 

Fig. 3. The resistance variation of the ZnO<La> 

(80nm) sensor under the influence 1800 ppm of H2O2 

vapors at different work body temperatures. 

Fig. 4. The ZnO<La> (210 nm) sensor 

sensitivity to 1800 ppm of H2O2 vapors at 

different work body temperatures. 

Fig. 2. SEM images for ZnO doped  

with 1 at.% La films. 
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The sensor resistance variation under the influence of H2O2 vapors at invariable temperature of the 

work body was measured using a special home-made computer program. Results of such 
measurements are presented on the Fig. 3 for ZnO<La> (80 nm) sensors. The response and 

recovery times were determined as the time required for reaching the 90% resistance changes from 

the corresponding steady-state value of each signal and were equals on the average 6 and 
10 minutes respectively at the pointed temperatures. The sensor sensitivity was determined as the 

ratio Rvapors/Rair, where Rvapors is the sensor resistance in the presence of H2O2 vapors in the air and 

Rair is the sensor resistance in the air without H2O2 vapors. The sensitivity of ZnO<La> (210 nm) 
sensor at different work body temperatures is presented on the Fig. 4. Note that the resistance of 

prepared sensors has changed in order of magnitude under influence of H2O2 vapors already at 

operation temperature 100 °C. However in such temperature a long time was needed for recovery 
of sensors parameters. Pulsed increasing of work body temperature is needed for decreasing of the 

recovery time of investigated sensors. 

The sensitivity of the prepared sensors is decreased, when the working body temperature excesses 

some certain value (about 250 °C). An amount of matter, adsorbed on a surface and generally held 

by Van der Waals forces 

(physical adsorption), is 
decreased with the increase of 

temperature. More intensive 

exchange of electrons between 
the absorber and the absorbed 

matter takes place when the 

stronger chemical nature bond is 
established between them, 

originates at capping of electronic 

shells of both adsorbent and 
adsorbate atoms. Amount of 

chemisorbed matters increases 

with the temperature growth. 

Desorption prevails over the 

adsorption when a temperature is 
increased above certain value and, 

therefore, the sensor sensitivity is 

decreased. As it has already been 
noticed, H2O2 concerns to 

materials dangerous for man with 

certain maximum permissible 
concentration. The permissible limit of exposure 1.0 ppm has established by Occupational Safety 

and Health Administration (OSHA, USA) [10, 11]. It is immediately dangerous for life and health 

when its concentration reaches 75 ppm [13]. Therefore, the investigations of the prepared sensors 
sensitivity to H2O2 vapors with concentration below than 100 ppm were also carried out at 

University of Chemistry and Technology (Prague). The results of measurements of response to 100 

ppm of H2O2 vapors at invariable temperature of the work body are presented on the Fig. 5 for the 
ZnO<La> sensors preparing on the Multi-Sensor-Platforms substrates. Results of these 

measurements show, that the structure made of ZnO<La> exhibits a response to 100 ppm of H2O2 

vapors at the operating temperature starting at 100 °C. The ZnO<La> sensor exhibited enough 
response (sensitivity was equal ~ 2) to 100 ppm of H2O2 vapors at the operating temperature 

-C. The investigations of the ZnO<La> sensors sensitivity to very low concentrations (0° 200

10 ppm) of H2O2 vapors were carried out. The sensitivity to 10 ppm of H2O2 vapors was equal ~ 2 
for the ZnO<La> sensors at the work body temperature 220 °C. Note that the DrägerSensor® H2O2 

HC reference device was not sensitive to 10 ppm of H2O2 vapors (Fig. 6). The results of 

investigations of the sensitivity at different concentrations of H2O2 vapors are presented on the 

Fig. 5. The temperature dependence of sensitivity to 

100 ppm H2O2 vapors for ZnO<La> sensor. 
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Fig. 7 for prepared made of ZnO<La> sensors. As can see, this dependence of sensors sensitivity 

on H2O2 vapors concentration has a linear character and can be used for determination of H2O2 

vapors concentration. 
 

3. Conclusions 

The technology for the manufacturing of semiconductor sensors made from ZnO doped with 
1 at.% La nanostructured films was 

developed. Sensitive ZnO<La> layers 

were deposited onto alumina substrate 
and the Multi-Sensor-Platforms using 

the high-frequency magnetron 

sputtering method. Thicknesses of 
deposited doped metal oxide films 

were measured and its morphology 
was investigated. The thicknesses of 

the deposited ZnO<La> films were 

equals 80 nm and 210 nm. The 
aaverage size of nanoparticles was 

equals 18.7 nm for both structures. 

Specimens detecting H2O2 vapors 
were manufactured and investigated. 

The sensitivity of the prepared sensors 

was measured at different 
temperatures of the sensor work body 

and concentrations of H2O2 vapors. It 

was found that          La-doped ZnO 
sensors exhibit a good response to 

H2O2 vapors at the operating 

temperature starting at 100 °C. 
Sensors made of ZnO<La> were 

sufficient sensitive to 10 ppm of H2O2 

vapors at the work body temperature 
220 °C. It was established that the 

dependencies of the sensitivity on 

H2O2 vapors concentration at the 
operation temperature 220 °C have a 

linear character for prepared 

structured and can be used for 
determination of H2O2 vapors 

concentration. Our future work will be 

directed on the long-time stabilization 
of sensors parameters and the 

improvements of such characteristics 

as operation speed and recovery time. 
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Introduction 
The importance of low-cost and small-size gas sensor devices is rapidly increasing for a wide 

range of applications, including detection of harmful chemical vapours and explosives in public 

spaces, government and military facilities, and chemical processing plants. Consequently, the 
development of the chemical gas sensors is a highly critical research area that involves health, 

safety and environmental risks. Metal oxide nanostructures have been extensively investigated for 

the applications in gas sensing devices because of their advantages, such as good chemical 
stability, low cost, easy production, simple measuring electronics, etc.1 The conductance of the 

metal oxide materials is changed when oxidizing or reducing species in air chemisorb onto its 

surface. These conductivity changes are exploited for fabrication of conductometric chemical 
sensors. Among the transition metal semiconducting materials TiO2 is one of the widely 

investigated structures for chemical sensing due to its excellent chemical and physical properties. 

Especially TiO2 nanotubes with the large surface area have been considered as promising structures 
for the applications in gas sensors.2 However, the improvement of the sensing performance of TiO2 

is remaining as a challenging issue for the fabrication of highly sensitive and small size sensing 

devices. Herein, we report the synthesis of pure and niobium (Nb) containing TiO2 nanotubes and 
investigation of their gas sensing properties in a wide range of operating temperatures. 
 

Experimental 
The TiO2 nanotubes were obtained by the electrochemical anodization of metallic Ti and Nb-Ti 

thin films deposited on alumina substrates. Then, the metallic films were anodized by 
potentiostatic mode using a two-electrode configuration. Anodization process was carried out at 

room temperature. The formation and the growth mechanism of the obtained tubular structures 

were investigated. Afterwards, the obtained samples were annealed at 400 °C. The morphological 
and the structural analyses of the obtained materials have been carried out. The sensing properties 

of the samples have been studied toward different gases, such as CO, H2, NO2, acetone and 

ethanol. 
 

Conclusions 
Well-aligned and highly ordered pure and doped TiO2 nanotube arrays have been obtained by 

means of anodization of metallic films followed by post-growth annealing. Structural analysis of 

the samples confirms the presence of anatase in the structure. Investigations have shown that 
presence of Nb in TiO2 has increased the gas sensing performance of prepared samples. Sensors 

were obtained without Pt, Pd or other catalytic layers. The obtained results showed that this low 

cost and low temperature fabrication method can be easily integrated into chemical sensor devices 
on a large scale platform. The fabricated sensors were also incorporated into the TO 39 case and 

installed in an array of other MOX sensors for applications in food quality analyses.  
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                     Fig. 1. (a) and (b) SEM images of the Nb-TiO2 nanotubes with the different    
                                    magnifications. (c) The bottom-view of the tubular arrays. 
 

 
Fig. 2. Variation of the nanotubes conductance as a function of the introduction of different  

concentrations of acetone (10, 50 and 100 ppm) and ethanol (100, 250 and 500 ppm). 
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Introduction 

Formaldehyde (FA) is a colorless, water-soluble gas with a pungent odor which used in making 
building materials and many household products such as particleboard, plywood and fiberboard, 

glues and adhesives, textiles, paper and their product coatings. It is also used to make other 

chemicals. Formaldehyde is also used extensively as an intermediate in the manufacture of 
industrial chemicals. It can also be used as a preservative in some foods and in products, such as 

antiseptics, medicines, and cosmetics [1]. FA impacts on human organs when it exists in the air at 

levels higher than 0.1 ppm. For example, it can cause burning sensations of the eyes, nose, and 
throat, coughing, wheezing, nausea, skin irritation. Besides, exposure to relatively high amounts of 

formaldehyde can increase the risk of leukemia and even cause to some types of cancer in humans. 

But the effect of exposure to small amounts is less clear [2]. Hence, formaldehyde gas sensors have 
a huge application for detecting and continuous monitoring this gas, in the spheres where it is used. 

There are many formaldehyde gas sensors. For instance, FA gas sensors based on graphene or 

polymers which are working at room temperature [3,4]. On the other hand, FA gas sensors based 
on metal-oxide materials have advantages such as small sizes, low power consumption and price, 

repeatability and long reliability [5]. However pure metal-oxide structures react on FA at higher 

operating temperatures (300-400oC) [6,7] or at room temperature with the assistance of UV LED 
[8,9]. Nanomaterial such as carbon nanotubes (CNTs) are widely used in gas sensing for their 

excellent responsive characteristics, mature preparation technology, and low cost of mass 
production. Due to the covering of CNTs walls with metal-oxide nanoparticles, specific surface 

area of such gas-sensitive nanocomposites increases more. Moreover, nanochannels in the form of 

hollows of CNTs promote penetration of gas molecules deeper down in the nanocomposite 
sensitive layer. Hence, it can be expected that application in gas sensors technology of 

nanocomposite structures composed of metal oxide functionalized with CNTs should lowering the 

gas sensor operating temperature [10]. 
The choice of tin oxide as a component of tin oxide multiwall (SnO2/MWCNTs) nanocomposite 

structure is conditioned by the fact that SnO2 is well known and studied basic material for metal-

oxide gas sensors. We expected that coating of functionalized MWCNTs with SnO2 nanoparticles 
with admissible, sizes should provide the improved performance of the gas sensor and lowered the 

temperature of its operating [5]. Here, we present the characteristics of the FA vapor sensors based 

on ruthenated thick-films MWCNT/SnO2 nanocomposite structures. 
 

Material and Samples Preparation 
MWCNTs membranes, kindly provided to us by our colleagues from the University of Szeged, 

Hungary, were used for preparation of nanocrystalline MWCNTs/SnO2 powder. MWCNTs were 

prepared by the decomposition of acetylene (CVD method) using Fe, Co/CaCO3 catalyst [11,12]. 
This growth procedure using CaCO3 catalyst enables a highly efficient selective formation of clean 

MWCNTs, suitable for effective bonding between CNT and metal-oxide, particularly, SnO2 

precursors. 
For a functionalization of nanotube walls with oxygen-containing hydroxyl (OH), carbonyl (C=O), 

and carboxylic (COOH) functional groups, MWCNTs from the membranes were transferred to 

slurry in HNO3/H2SO4 acids mixture during 1 h. Such a functionalization of the CNTs is very 
important and necessary for the following synthesis of SnO2 nanoparticles on the MWCNTs walls 

since these oxygen-containing groups act as sites for the nucleation of nanoparticles. After rinsing 

with distilled water and drying at 80oC, MWCNTs were poured and treated in deionized water in 
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the ultrasonic bath for 5 min. The preparation of SnO2/MWCNT nanocomposite materials was 

carried out by a hydrothermal method. The purified MWCNTs is well dispersed in water via 
sonication. As a precursor solution, calculated amount of SnCl2∙2H2O dissolved in water is used. 

The chose of water as a solvent, instead of e.g. ethanol, was preferably for us in the view of 

expected improvement in gas sensing characteristics, taking in account the fact that cover the 
overwhelming parts of CNTs with SnO2 nanoparticles is ensured at that [13].  The target final mass 

ratio of the MWCNT/SnO2 nanocomposite components for this study was chosen 1:200, 

respectively. This hydrothermal process described elsewhere in [14-16], in detail. SEM and TEM 
images of the sensors surface revealed that the average size of SnO2 nanoparticles covered the 

nanotubes walls is about 14 nm. The thick films were obtained on the base of MWCNTs/SnO2 

nanocomposite powder. The paste for the thick film deposition made by mixing powders with α-
terpineol (“Sigma Aldrich”) and methanol was printed on chemically treated surface of the alumina 

substrate over the ready-made Pt interdigitated electrodes. The thin-film Pt heater was formed on 

the back side of the substrate. Obtained nanocomposite structures were cut into 3×3 mm pieces. 

After annealing and cooling processes, the MWCNTs/SnO2 thick films were surface ruthenated by 

dipping its into the 0.01 M RuOHCl3 aqueous solution for 20 min whereupon dried at 80oC for 30 

min and then annealing treatment was carried out again at the same regime. The choice of the 
ruthenium as a catalyst was defined by its some advantages [14]. 
 

Results and Discussions 
Gas sensing properties of the MWCNTs/SnO2 nanocomposite structures were measured by home-

made developed and computer-controlled static gas sensor test system [17]. The sensors were 

reheated and studied at different operating temperatures. When the electrical resistance of all 
studied sensors was stable, the vital assigned amount of compound in the liquid state for sensors 

testing was injected by a microsyringe in measurement chamber. Moreover, the target matters were 

introduced into the chamber on the special hot plate designed for the quick conversion of the liquid 
substance to its gas phase. After its resistance reached a new constant value, the test chamber was 

opened to recover the sensors in air. The sensing characteristics were studied in the 20-300oC 

operating temperature range and the gas response of the sensors determines as Ra/Rg where Ra and 
Rg are the electrical resistances in the air and in target gas-air atmosphere, respectively. The 

response and recovery times are determined as the time required for reaching the 90% resistance 

changes from the corresponding steady-state value of each signal. 
Firstly, we should determine the operating temperature of the sensors. As a result of measurements 

of the sensor resistance in air and air/gas environment, the maximal response to 1160 ppm of FA 

vapor was revealed at 200oC operating temperature (Fig. 1). Dependence of the response and 
recovery times of MWCNTs/SnO2 FA vapor sensor on operating temperature is shown in Fig.2. 

 

 
Fig. 1. Response of MWCNTs/SnO2 thick-film FA sensors vs operating temperature. 
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Fig. 2. Dependence of the response and recovery times of MWCNTs/SnO2 FA vapor sensor on 

operating temperature. 

 
Dependence of the resistance and response of MWCNTs/SnO2 sensor on FA vapor concentration is 

shown in Fig. 3 and Fig. 4 respectively. As it is obvious from the figures, the sensor response 

occurs down to gas concentrations but the response approximately linearly depends on the gas 
concentration. 

 
 

Fig. 3. The response/recovery curves observed at different FA gas concentrations (values of 

the ppm are mentioned within the picture) exposure measured at 200oC operating temperature. 
 

 
Fig.4. Dependence of the response of MWCNTs/SnO2 FA vapor sensor on gas concentration 

measured at 200oC operating temperature. 
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FA gas sensing mechanism is not fully researched so far. It is proposed that the HCHO sensing 

process can be described by the commonly accepted gas sensing mechanism for n-type 
semiconducting metal oxides including SnO2. Namely, as a result of adsorption-oxidation and 

desorption processes sensor surface is covered by chemisorbed oxygen ions, such as O- and O2-. 

When sensor exposed with FA gas HCHO molecules interact with the adsorbed oxygen according 
to the following reactions. 

2O- + HCHO ↔ H2O + CO2 + 2e- , 

2O2- + HCHO ↔ H2O + CO2 + 4e- . 
These reactions lead to enhance the free electron concentration which causes the decrease of the 

resistance of SnO2. The role of carbon nanotubes in this case, apparently, is that the presence of 

nanotubes in the nanocomposite prevents the formation of SnO2 agglomerates of nanoparticles, 
thereby providing a more developed and porous surface. In addition, hollow nanotubes facilitate 

the penetration of gas molecules into the interior of the nanostructured film and the yield of the 

products of the chemisorption reaction to the atmosphere. These facts lead to an increase in the 

sensitivity of the film to the acting gas, and to an improvement in the operation speed of the 

sensors (both the response and recovery times are on the order of seconds). 
 

Conclusion 
In this paper, we have carried out the investigation of obtaining ruthenated MWCNTs/SnO2 thick-
film nanocomposite sensors using hydrothermal synthesis and sol-gel technologies. The maximal 

response of FA vapor was revealed at 200oC operating temperature. Response and recovery times 

of the sensors decrease with the increase in the operating temperature. The responses and short 
response and recovery times of the sensors (at the order of seconds) are observed under all gas 

concentrations influence at 200oC operating temperature. The lowest FA gas concentration at 

which the perceptible signal (Ra/Rg = 1.4) is registered is 115 ppm.  
Due to the linear dependence of the response on the concentration of FA gas, it is possible to easily 

measure the concentration of this gas in the atmosphere. 
Acknowledgment: This work was supported by NATO EAP SFPP 984.597. 
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Introduction 

Carbon monoxide (CO) is tasteless and transparent substance, which is known as an “invisible 

killer” due to the high level of toxicity. It is extremely poisonous and can even cause health effects 
up to a certain extent – 9 ppm, therefore, the detection of CO in the environment is quite vital. For 

the above reasons, chemical sensors are used to precisely monitor the concentration of the target 

compounds in the air. Usually, the SnO2 semiconductor is used as a sensing material in such 
detectors, because of high sensitivity and low response time for wide variety of molecules, such as 

CO, H2, CH3OH, NOx, etc. [1–2]. In order to increase the sensitivity of the detectors, it is crucial to 

deeply investigate adsorption mechanism of CO compounds. 
 Several models, which are named as  Langmuir Hishelwood [3], Eley Redeal [4] and the 

MvK [5], have been developed to describe the mechanisms that are responsible for CO adsorption 

on oxide semiconductors. The MvK adsorbtion mechanism is in a good agreement with the 
experiments on SnO2–(110) surface [6]. Apparently, the MvK mechanism consists of following 

steps; I) adsorbed CO molecule is reacting with tin dioxide oxygen and forms CO2 compound, 

leaving oxygen vacancy in the material; II) then remained vacancy fills by adsorbed O2 molecule 
from the environment; III) and finally, another CO molecule is reacting with already bonded O2 

and forms CO2, leaving material in its initial undisturbed state.  

We would like to stress that there are plenty of manuscripts dedicated to the investigation 
of CO absorption on SnO2 surfaces, using first principle and ab initio DFT calculations [7]. Some 

calculations were done particularly for pristine (110) surface orientation, oxygen reach and tainted 
surfaces [8]. However, very few are devoted to other surface orientations (100), (101) [9] and 

(001). In practice, surface orientation immensely influences sensor parameters such as sensitivity, 

time response etc.  
In this manuscript, we explore CO adsorption on various surface orientations (110), (100), 

(101), (001) of SnO2 and determine the most optimal configurations for adsorption, using ab initio 

DFT calculations in order to shed the light on the atomic scale processes that still remains elusive 
and unclear. Here, we will rise following issues: I) Does MvK mechanism similarly describing 

adsorption processes for all surface orientations of SnO2? II) What is the exact amount of charge 

transferred between the surface and adsorbed   CO molecule? III) Which surface orientation is 
more prominent to the interaction with the CO molecule? 

 

Models and computational methods 

Calculations were done using conventional ab initio DFT [10] method implemented in Vienna ab 
initio Simulation Package (VASP) [11]. DFT relaxations were done within Perdew-Burke-Ernzerhof 

(PBE) generalized gradient approximation (GGA) [12]. The 500eV cutoff energy was chosen due to 

the total energy convergence from that value. Surface structures were relaxed until the threshold net 

force on atoms become less than 0.01 eV/A. The Monkhorst-Pack scheme was used to sample the 

Brillouin zone, using 6x6x1 k-points mesh. After relaxation, the Bader charge analysis was done to 

find out charge transfer [13].  
Stable adsorbed configurations were found using the following equation: 

 Eads=Esurf – Eclean – ECO ,    (1) 

where Eads is adsorption energy, Esurf is total energy of SnO2 surface and adsorbed CO, Eclean is total 
energy of pure surface without CO and ECO is total energy of the gas molecule. It is clear from this 

equation that if Eads is negative the configuration of adsorbed site is stable, in other words, the 
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process is exothermic. In the case of positive Eads, the process is endothermic: the molecule will not 

adsorb to the surface and will remain in the non-interacting state.  
 Bulk SnO2 has rutile, tetragonal structure, corresponding to the P42/mnm space group. The 

lattice parameters of SnO2 from [14] are a = 4.82 Å, c = 3.23 Å and u = 0.607. In our calculations 

(see Fig. 1) each (110), (100), (101), (001) surface consists of 4 layers and relative stability has the 
following sequence (110), (100), (101), (001) [15].  

 

  

Here, number of layers was tuned to check the convergence of surface energy. However, after 

getting all results, we double checked the obtained data by recalculating stable structures with a big 

substrate of 12 atoms of tin and 24 atoms of oxygen and make sure that the results are reliable. For 

all calculations, we choose vacuum thickness of 15 Å, which is greater than substrate thickness. 
 

Results and Discussion 

This SnO2 (110) surface orientation consists of 4 layers, each comprising of 3 subsequent layers. 

Top sublayer represents oxygen, where each atom (O2c) is connected by the covalent bond to 2 Sn 
atoms. The Second sublayer has 2 Sn atoms and 2 oxygen atoms. Third one is similar to the first 

layer. So, together these 3 sublayers can be treated as one layer which is continually repeated 4 

times (see Fig1 a). There are 3 possible adsorption sites: top site (t), bridge site (br), three-
coordinated oxygen site (3c). For each site, we consider 2 configurations: I) C atom in a CO 

molecule is closer to the surface (C down configuration) and II) the vice versa configuration (O 
down configuration). Thus, we end up with 6 possible configurations for (110) surface. 

For each separate configuration we calculated adsorption energies, and found out that O down 

configuration for all surfaces is completely unstable. In the case of C down configuration, (110) 
surface has 3 stable sites. However, there is only one that is transferring the charge form molecule 

to the surface, and it is corresponding to the event when molecule approaches to br-site, reacts with 

oxygen and takes it away forming a CO2 molecule and leaves oxygen vacancy on the surface 
(Eads=-0.48 eV).  Here, vacancy could be an adsorption site for O2 or CO molecule, as described in 

[7]. The Bader charge analysis shows charge transport to the surface of 1.7e. Such processes 

examined in a number of experimental and theoretical studies [6]. It is important to note, that for 
this particular configuration and surface orientation the first step of MvK mechanism is preserved, 

and the distance between CO2 molecule and surface is 3.1 Å. For other sites (top and 3c) the CO 

molecule does not exchange electrons, which serves as a confirmation that we have physisorption 

Fig. 2. Different surfaces of SnO2 and possible adsorption sites on it:  

a) (110), b) (100), c) (101), d) (001). 
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process onto the surface. In these cases, distances from carbon to tin atoms are 2.46, 2.61 Å, 

respectively. 
The unit cell of SnO2 (100) surface orientation, also consists of same 4 layers, where each 

layer can be divided into 3 sublayers: O-Sn-O layers. The top atom of the surface is 2 coordinated 

oxygen as in (110) surface, see Fig. 1 b. Adsorption energies for O2c site is the minimal and equal -
0.48 eV. According to the calculations interaction of CO with the O2c site of oxygen leads to the 

formation of CO2 molecule and also leaves a vacancy on the surface (Fig. 2 a). In this case, the first 

step of MvK mechanism is also conserved and it leads to charge transfer of 1.6e to the surface.  
 

 
 

Fig. 3. (a) Desorbed CO2 molecule from (100) surface: (b) Adsorbed CO on (101) surface (red 

circle is oxygen, grey is Sn, brown is C atoms) 
 

The Second possible adsorption site is top(t) on Sn atom (Eads=-0.16 eV). Here as for (110), the CO 

is physisorbed and no charge transfer has been observed. Due to physisorption, the distance from a 
carbon atom of CO molecule to the oxygen atom of the surface is 2.65 Å. 

For the SnO2 (101) surface orientation, each of 4 layers consists of 3 subsequent layers of 

2O, 2Sn, 2O. There are 3 possible sites of adsorptions O2c, Sn atom and 3 coordinated O, which is 
located in third sub layer as it is shown in Fig. 1 (c). Here, only one configuration has negative 

adsorption energy (Eads=-0.47 eV) and it is O2c. The CO molecule adsorbs by the surface and 

remains connected to it in O2c site with a distance of 1.18 Å (see Fig. 2(b)). During that process, the 
distance between O2c oxygen and Sn atom increases up to 2.5 Å. The Bader charge analysis shows 

that there is 1.9e charge transferred to the surface, which make it more conductive. Thus, 

adsorption mechanism on (101) surface differs from MvK, because no CO2 desorption observed.  
In the SnO2 (001) surface case, we have a completely different situation. Instead of 4 

layers that consist of 3 subsequent layers, we have got only one that consists of one atom of Sn and 

2 oxygen atoms. There are two possible sites: on top of Sn (t) site and O2c (2c) site Fig. 1 (d). 
Moreover, there are 2 equivalent 2c sites in one unit cell, thus we should take into account two 

possible coverage. The first is when both sites are occupied by the CO molecule (Eads=-1.24 eV) 

and form one mono layer (ML=1)  The second possible coverage is when only one site is occupied 
(Eads=-1.19 eV) and half mono layer of CO forms (ML = 0.5). For ML = 0.5, carbon monoxide 

adsorbed and stay bounded with a distance of 1.16 Å (Fig. 3) to the O2c atom, transferring 2e 

charge to the substrate. 
For ML = 1, one CO molecule adsorbed and one physisorbed in a 1.255 and 2.6 Å distances, 

respectively. In fact, for (001) only ML=0.5 coverage can happen, because when one CO adsorbed, 

the second one will be physisorbed. Bader charge analysis shows that 1.83e was transferred to the 
surface. Physisorption occurs for the top site (Eads=-0.19 eV) with distance 2.41 Å. 
 

Conclusion 
Previously, it was considered that adsorption on SnO2 surfaces follows MvK mechanism; however, 

here we have proven that CO adsorption on SnO2(101), (001) is different.  Here, the C atom of the 
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CO molecule remains bonded to surface’s O atom. For (110) and (100) surfaces, we establish that 

adsorption obeys MvK mechanism, where its first stage CO2 molecules are forming during CO-
surface interaction. For all adsorption cases, O down configuration was not stable, due to positive 

adsorption energy. 

 

 
 

Fig. 4. Adsorption when ML=1. (b) eDoS before and after adsorption, when ML=1  (b) Adsorption 

when ML= 0.5 (d) 
 

The Bader charge analysis reveals that charge transfer to (101), (001) surfaces are 1.9e, 2e 
respectively and 1.7e, 1.6e for (110), (100) surfaces. The Bader analysis shows that (101), (001) 

surface orientations gather more electrons than the rest orientations, thus, those should be considered 

as a better platform for the interaction of the CO molecules with SnO2 surfaces. We believe that our 
findings will pave the way for the fabrication of SnO2 based CO sensors with higher sensitivity and 

lower response time. 
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Introduction 
One of the major advantages of high resistance gas sensors (HRGS) based on MWCNT/SnO2 

nanocomposite is the relatively high variation of the output parameter. However, HRGS have 

several specific features making the processing of gas registration and measurement results 
difficult. These features involve distribution of resistance at very low registration values of gas 

concentration (P), and considerable non-linearity of load characteristic as a result of inversely 
proportional character of transformation function from gas concentration to resistance [1]. 

Elimination of these unfavorable characteristics is possible to perform in input measurement 

circuits through proportional changing of HRGS conductivity to electric signal.  
 

Gas sensor shunt effect on its output characteristic  

HRGS resistance (R) shunting by constant resistance Rsh leads to significant change in loading 

characteristics as R=f(P) (P – gas concentration in air) (Fig. 1a). Index of shunting (shunt 
characteristic) is a ratio: g=R/Rsh, which is determined at R=R0. Equivalent resistance of two-

terminal “HRGS-Shunt” is   
 =RRsh/(R+Rsh). At absence of HRGS gas environment      , then 

      . The latter means that two-terminal resistance with HRGS at air environment without 
registered gas is determined by shunt resistance. Consequently, HRGS shunting make it possible to 

eliminate zero uncertainty. The major disadvantage of shunting is the decrease of HRGS 

sensitivity. Value of relative sensitivity variation –   is detected at Pnom (nominal concentration of 

detected gas): 

     
      

    
      ,                                                                  (1) 

where          
 ;   

  - two-terminal’s resistance with HRGS at air environment with 

registered gas. 
Expressing 

            ⁄ ;          ⁄           and         ⁄ ,    (2) 

where    is the relative variation of HRGS resistance. It is followed that: 

        [         ]⁄          [         ]⁄ (1+g)           (4) 

and 

        [         ]⁄      [         ]⁄       .      (5) 

Obviously, along with reduction of shunt resistance (with increasing g) the nonlinearity of 

characteristic is sharply reduced at values g   (at g   nonlinearity decreases twice). Further 
increase in g will lead to slow decrease of nonlinearity.  
 

Wheatstone bridge circuit design  

Essential distinguishing feature of nanocomposites-based HRGS is the instability of    and high 

values of     ⁄  which alter the design method and the parameters of the circuit. Consequently, in 

Wheatstone bridge circuit design for HRGS considers mainly the optimal value of shunt    , 
expressing the highest sensitivity at the least nonlinearity of the load characteristic of HRGS. 

Output signal voltage -    in the bridge circuit is determined by expression 

     
      

         
 

  

     
) ,                                               (6) 

where E is the bridge supply voltage;               are the bridge arms’ resistances (Fig. 1a). 

Consider an example of the Wheatstone bridge parameters circuit design with “HRGS-Shunt” two-

terminals included in one of the bridge arms with symmetry relatively to diagonal of power supply, 
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i.e.       and          . According to [2] nonlinearity of bridge output characteristic 
N(m) is determined from equation: 

N(m) (4+m)           ⁄  .                                         (7) 
 

 
 

Substituting expression (4) in (7), we receive: 

N(m)              [         ]               [             ] ⁄⁄    
(8) 

If R       and        ⁄ , we can construct N      dependence plot at several values of g 
(Fig. 1b). From received family of curves we can obtain m on assumption of reasonable N-value of 

output characteristic’s nonlinearity. Obviously, the higher is the m (at prescribed value of g), the 

less is the nonlinearity of the characteristic. However, increase of m above 10 20 is undesirable 
since the characteristic nonlinearity N decrease is insignificant, while E-power supply voltage of 

the circuit sharply increases. Hence, the choice of m value of the bridge is limited by power supply 

voltage. Determination of power supply voltage of bridge circuit is performed based on HRGS 
operating current value I: 

                                           ,                                                       (9) 

where    - current in shunt    . It is obvious, 

                              
       

 
                                                                   (10) 

Expressing      in  

                                                           ⁄                                                                 (11) 
and making the substitution (10) into (9), it is obtained that: 

      E  [(R     
           

   
] IR{       

 [         ]

   
}     .                  (12) 

Hence, the bridge power supply voltage is a function of both HRGS operating current and circuit 

common resistance r depending on bridge parameters, particularly, the coefficients m and g. To set 

the bridge power supply voltage (R       and            ⁄  we construct dependence 
r=r(m) at several values of g (Fig. 2a). It follows from the graph that along with increase of m 

there is significant elevation of r as well as the bridge power supply voltage. 

The output signal voltage bridge of measuring diagonal at HRGS resistance altered from R to 

R    and the internal resistance of registering voltmeter     , can be determined from 

expression (6). After substitution of (2), (3) and (10) into (6), we receive:  

   
    

              [         ]
  

   

              [         ]
                (13) 

 

 
Fig. 1. (a) The Wheatstone bridge circuit with gas sensor (R1 + R) and (b) the 

dependence of nonlinearity of the bridge circuit output characteristic on parameter  

m at different values of g. 

 

 (a)  

 

 (b)  
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Analogously with preceding construction (R       and       ⁄          we construct 

graphs of K      dependence at several values of g (Fig. 2b) and determine expected value of 

signal voltage. For example, if m  , g  , I     , then E    , K      , and         . 
 

          

 
Fig. 2.  The dependence of the bridge circuit common resistance r  (a) and coefficient K  (b) 

on parameter m  at different values of  g. 
 

 

Conclusions 

The Wheatstone bridge parameters (the nonlinearity of output characteristic  N, the common 

resistance  r, the power supply voltage of circuit  E and the output signal voltage   ) are calculated 
with two-terminal  “HRGS-Shunt” included in one of the bridge arms with symmetry relatively to 

diagonal of power supply in dependence on m     ⁄  at several values of g     ⁄ . From 

received family of curves we have obtained terms for HRGS performance linearization at 
preserved considerably high gas sensitivity and stability that permits applying standard electronics 

for registration of bridge readings. 
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1. Introduction 

Over the past decade, nanosized silicon structures have been under intensive study due to their 

promising electrical, optical, chemical, thermal and mechanical properties. Compared to larger 

structures, nanoscale field-effect transistors (FET) are capable of measuring electrical, optical and 

other types of very small signals due to increased surface-to-volume ratio of the sample. The small 

sizes of nanostructures make them ideal for sensing of small sample volumes with low analyte 

concentrations. For example, in the field of medical diagnostics an incredibly small volume 
structures aiming the integration of 1D nanostructure such as carbon nanotubes, metallic and 

semiconducting nanowires (NW) and nanoribbons (NR) can be utilized for a variety of 

applications. Among the mentioned structures, silicon nanoribbon (NR) and nanowire (NW) field –
effect transistor (FET) structures open prospects for label-free, real-time and high-sensitive 

detection of biomolecules using affinity-based detection [1]. The sensitivity of different NR 

dimensions was studied in [1]. It was illustrated that the new integrated NR sensor with reference 
NR can be utilized for real-time error monitoring during pH-sensing [1]. New features and 

functions are continuously added to the electronic devices, i.e. health monitoring mobile systems 

and wearable devices. Despite the success of such personal health monitoring systems [2], the next 
generation of wearable devices is expected to include also a portable “lab-on-a chip” – set of 

medical biosensors which can be used for the detection and diagnosis of various medical 

conditions[3,4]. In order to be able to monitor and detect the early stages of disease, the size of the 
sensor transducer has to be comparable with the biological markers. Therefore biosensors based on 

NWs and NRs have to be capable to monitor the biological events that occur at very small 

dimensions. Another important area of application is optoelectronic, where the interaction of 
different wavelengths of light with nanostructures may be used for future optical device 

applications. Sub-wavelength diameters and proximity effects may lead to interesting optical 

properties such as low reflectance and thus high absorption. Investigations of SiNW optical 
absorption have shown the strong size-dependent effects [5,6]. Studies of the broadband optical 

absorption showed increased total optical adsorption spectra for SiNW samples [7]. SiNWs lead to 

a significant reduction of the reflectance compared to the solid silicon films [7,8]. Optical 
absorption increases while the wavelength decreases. It should be noted that, unlike the bulk 

material, nanosized Si structures may be direct band gap semiconductors. Such properties make 
them excellent choice for optical applications [6,9-12]. On the other hand, the size scaling brings to 

the increased band gap [9]. This may result in a successful shift of the absorption spectra to short 

wavelengths [6,12]. With size decrease the limitations regarding current and voltage have also be 
considered. For devices operating at weak signal levels internal noise plays crucial role [13-15]. It 

determines one of the most important parameters of sensors - signal-to-noise ratio (SNR). As it is 

shown for double gated SiNW sensors pH-sensitivity increases with the liquid gate voltage and 
SNR has higher value (~105) [6,12]. The nanoribbon approach opens up for large scale CMOS 

fabrication of highly sensitive biomolecule chips for potential use in medicine and biotechnology 

[16]. 
The present work is devoted to the study of silicon nanoribbons-based FETs and consists of 

two parts. In the first part, the sample fabrication technology, and chip characterization - their dark 
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and light current-voltage characteristics (CVC) and pH-sensitivity are presented. In the second part 

low-frequency noise studies, size-dependent effects of the pH-sensitivity and source-drain currents 
are described. We demonstrate that silicon nanoribbons, in this case, a thin sheet of silicon on an 

oxidized silicon substrate, can have high pH-sensitivity fairly close to the Nernst limit. 
 

2. Samples and experimental technique 

Silicon nanoribbon (NR) structures were fabricated on the basis of silicon-on-insulator (SOI) 
wafers purchased from SOITEC. The process starts from the thermal oxidation to form 20 nm thick 

silicon oxide hard masks. The active silicon layer thickness is 50 nm. NRs of various geometries 

are then patterned in hard mask using optical lithography with following reactive ion etching 
process step. The pattern is transferred into silicon using wet chemical etching in the 

tetramethylammonium hydroxide (TMAH) solution. Gate dielectric which also serves as a channel 

protection from liquid environment was thermally grown 8nm thick silicon oxide. The NR channel 
was almost undoped Si NR channel with hole concentration of 1015 cm-3. Source and drain contacts 

were highly doped to form good ohmic contact. For the connection to electronics Aluminum 

contacts were patterned using a lift-off process. Finally chips were passivated with polyimide layer 
to protect metal feed lines from liquid environment. 
 

3. CVCs and pH-sensitivity 

Figures 2 and 3 show source-drain current-voltage characteristics (CVCs) of samples under study 
measured at back gate voltages of -1V and -5 V, correspondingly. Characteristics measured in the 

dark conditions as well as under specific power illuminations of 0.85 W/cm2 and 1.6 W/cm2 at 

room temperature. Light excitation is performed using incandescent lamps located at a distance of 
15 cm from the sensor. The CVC dependencies demonstrate typical behavior which is similar to 

the solid silicon FET CVCs [17] since the samples under investigation have relatively large 

dimensions of                      μm ( ,   and   are the channel length, width and 
thickness, correspondingly). Presented in Figs. 2-3 CVCs can be described as: 

                ,                         (1) 

where       and        are the dark and photo current components. Dark current can be described by 

the well-known expression of CVC for the n-channel MOSFETs for             [17]: 

      
      

 
(        

   

 
)   .                 (2) 

Here           ⁄  is the oxide layer capacitance per unit area,     and     are the permittivity 

and thickness of the gate oxide layer,      and     are gate-source and threshold voltages. 

In the approximation the Eq. (2) can be applied for the n-channel. We can present photo 

current as following: 

               
   

 
           

 

  

   

 
.                    (3) 

Here        is the current channel cross-section area,    the concentration of excess photo 

carriers (holes),   the illumination absorption coefficient,   the quantum yield,    the hole’s life 

time,    the photon energy,   the illumination specific power in [W/cm2]. 

In Eq. (3) we assumed that the electric field strength is uniformly distributed along the channel 

length and the value of     slightly varies along the length of the channel. It should be noted that 
this assumption is valid in the main part of the channel, which is far from source and drain 

contacts. 

At low voltages    , the source-drain current    grows approximately linearly with voltage and 

tends to saturation at high voltages. The magnitude of the     increases, with increasing light 
specific power. Figs. 4-5 shows CVCs of the investigated device at the several front gate voltages 

(     -1 V, -5 V) measured in an aqueous solution with pH= 6.2, 7 and 8.3. We can see that 

increasing of the pH-value results in the increase of the channel current    . This is in a good 
agreement with model  of the solution contact with the oxide layer surface, then on the 

oxide/solution interface caused hydroxyl groups SiOH. Concentration and behavior of those 
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hydroxyl groups depends on value of the pH. The case when the surface is not charged is called 

zero charge point. For the SiO2 dielectric layer the point is reached at        . At the pH-values 

lower     the oxide surface is charged positively, at higher values of the pH, oxide surface is 
charged negatively. In the case of buffer solution with pH = 7 silicon oxide surface charge will be 

charged negatively, correspondingly Therefore, at the applied negative gate potential the absolute 
value of the negative charge on the surface oxide increases. As a result, the concentration of the 

majority carriers in the current channel (holes in p-Si) and therefore current increases.  

 
Figures 4 and 5 show the CVCs of the SiNR structures working in biochemical sensing mode. In 

[18] pH-sensitivity of the biochemical sensors was introduced as 

    
       

   
.     (4) 

Here      and     are the elementary changes in     and pH. Note that pH-sensitivity is the 
measurable value. In the solution medium with the increased pH value the source-drain current 

increases. This allows the registration of the pH variation in any bio liquids with high accuracy. 

For example, for        V at the    =5 V the sensitivity is equal to    ≈56.4 mV/pH. At the 

        V the pH-sensitivity grows up to 59.3 mV/pH and approaches the Nernst limit 59.5 
mV/pH [19]. The pH-sensitivity grows with increase of back-gate voltage. For example from Figs. 

4 and 5 at the    =8 V we obtained the ratio (   )        
           ⁄      , i.e. 

approximately 5 times improved sensitivity. 

4. Conclusion 

Silicon nanoribbon FET biochemical sensors of various lengths were fabricated. Their static dark 

and light-induced CVCs as well as the behavior of these sensors in an aqueous solution with 
different values of pH are investigated. The static dark CVC dependencies show that the 

characteristics correspond to high quality silicon FET CVCs. With increasing light intensity, the 

source-drain current grows because of the increase in the conduction of the current channel. The 
pH-sensitivity increases with the increasing of the back gate voltage and approaches to the Nernst 

limit of 59.5 mV/pH. 
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1. Low-frequency noise properties 

The noise spectra of Si NR structures were measured at the constant current in the ohmic CVC 
mode. Figure 6 shows the source-drain current low-frequency (LF) noise spectral density measured 

in dark conditions as well as under irradiation at back gate voltage of        V and         

µA. Noise spectra, measured in dark, demonstrate    ⁄  noise behavior with noise parameter equal 

to    . LF noise level rises with the increase of the light irradiation intensity. The increase of the 
illumination intensity results in the growth of the majority carrier’s concentration. This in turn 

causes the growth of mobility fluctuations in the channel because of increased interaction and 

scattering rates as result of: first, scattering between carriers and secondly between the carriers and 
acoustic phonons, as well as on different impurity traps [20].  

As the noise measurements were performed at the constant current in the ohmic CVC mode, the 

channel resistance linearly changes with the applied voltage    . As it is  known the   ⁄ -noise 
spectral density is proportional to the voltage in power 2: 
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.              (6) 

Here     is the current channel resistance;  ,   and   is the volume, the cross-section area and the 

length of the current channel, respectively;    is the majority carriers (holes) mobility and   is the 

channel specific resistance. The decrease of the channel resistance leads to growth of the noise 

spectral density. At the light excitation of NR FET sample with the special power   we have: 
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Here    is the concentration of holes in the dark conditions,   is the specific conductivity. The 
noise level increases proportionally to the intensity of the illumination. 

We calculate values of the noise parameter  , using the curves presented in Fig. 6. The following 
parameters are obtained for samples, measured in dark and at light excitation of different powers: 

γ(dark) ≈1.0,    γ(0.85 W/cm2) ≈ 0.5    and    γ(1.6 W/cm2) ≈ 0.2. 

Under irradiation the value of the noise parameter   decreases. This can be explained as follows. 
With increasing light power, the conductivity of the current channel increases. As a result, the 

lifetime of minority carriers    rises and reaches values                s. As is known, 
generation-recombination (g-r) noise has the Lorentzian shape 

       
 

          
 .     (8) 

Here   is the frequency. It is clear that the section of the plateau on dependence           is 

determined by the condition 

         .                    (9) 
It should be noted that with the increase in the lifetime of the electrons, first of all the value of the 

cut-off frequency    decreases. The characteristic frequency of the g-r noise shifts to the low-

frequency region. Since the conductivity   and lifetime    increase with increasing illumination 

power, the    decreases with increasing  , correspondingly: 
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 .                  (10) 

Secondly, the growth of g-r processes leads to an increase in the g-r noise level. These two 

processes result in the screening of the 1/f noise part under the g-r noise plateau. The fact explains 

the decrease in the value of the noise parameter   with increasing illumination power. Note that the 

decrease in the value of the parameter   can also be related to the growth of thermal noise due to 

the increase in the conductivity of the current channel.  

 
Figure 7 illustrates spectral dependency of the LF noise power spectrum of Si NR FET sample, 

measured at the       V,            in solution at the several pH values: 6.3, 7.0 and 8.2. 

Noise parameter decreases with the increasing of the pH-value:  (pH=6.3) ≈ 1.0;  (pH=7.0) ≈ 0.5; 

 (pH=8.2) ≈ 0.4. LF noise level increases and its slope decreases with increase of the pH-value. 

The increase in pH-value leads to a decrease in channel resistance, which is caused by the 

accumulation of negative charges at the semiconductor-oxide interface. Decreasing of the slope of 

      dependence can be explained taking into account the effect of the channel conductivity 

increasing. 
 

2. Size-depending effects 

In this section, we present the results of a study of the effect of SiNR characteristic length on the 
current transport mechanisms, pH-sensitivity, and also the behavior of LF noise. The magnitude of 

the current is inversely proportional to the length of the current channel, which justifies the 

application of the drift approximation for transport mechanism, as well as the assumption of a 
uniform distribution of the electric field strength along the length of the current channel (Fig. 8). 

The influence of light excitation, leads to an increase in the magnitude of the source-drain current. 

The pH-sensitivity increases with the current channel elongation and tends to the Nernst limit of 
59.5 mV/pH, characteristic for micro-size sensors [19] (see Fig. 9). This behavior can be explained 

as follows. First, as the length of the channel   decreases, the area of the pH-sensitive surface 
decreases, and consequently the number of measurable H+ ions in the aqueous solution decreases. 

Second, according to Eq.(2) the current     increases with decreasing  , which leads to a decrease 

in the resistance of the current channel at constant voltage    . As the resistance of the channel     
decreases, its modulation is hampered under the influence of the H+ ions; hence the pH- sensitivity 

decreases.  

Fig. 6. Spectral dependence of LF noise, 
measured for NR FET sample with l = 10 µm 

under illuminations 0.85 W/cm2; 1.6 W/cm2, 

and in the dark, T=300K. 
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Figure 10 illustrates the LF noise spectral density dependencies on the length of the current 

channel. These curves are plotted using the spectral dependences of the LF noise measured in the 
dark conditions, under illumination with an intensity of 0.85 V/cm2, and in an aqueous solution 

with a pH=7 of SiNRs of different lengths. Calculated value of the slope of those parallel curves is 

equal to          ⁄       (see Fig. 10).  

This value is near the value (equal to 3) obtained theoretically using Eqns. (6) and (7),        
with error about 10%. The difference between the theoretically expected and measured value of 

dependence       can be explained by relatively high level of thermal noise. 
 

 

 

 
 

 

Fig. 9. Plot of pH-sensitivity vs channel length.  
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3. Conclusion 

The spectral density of the LF noise increases both under the action of the pH solution and the 

illumination, and in both cases the frequency dependence of the noise is weakened and the value of 

the noise parameter   decreases. With increasing of the pH and illumination power the 1/f noise is 

screened by the G-R plateau and the characteristic frequency of the G-R noise component 
decreases with increasing illumination power. LF noise level increases and its slope decreases with 

increase of the pH value. The magnitude of the channel current is approximately inversely 

proportional to the length of the current channel. The pH-sensitivity increases with the current 
channel elongation and approaches to the Nernst limit value of 59.5 mV/pH. It is shown that the 

measured value of the slope of noise spectral density dependence on the current channel length is 

2.7 that are close to the theoretically predictable value 3. 
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1. Introduction  
Last decade, enormous efforts have been devoted to the research field of nanoelectronic and 
molecular devices, resulting in the realization of various kinds of single-electron transistors [1] or 

molecular transistors [2]. Nevertheless, the replacement of Si with “nanoobject-only” or 

“molecule-only” technologies in the near future is considered to be a challenging task [3]. On the 
other hand, the hybrid device concept, which is based on a combination of bio- and nanomaterials 

within hybrid systems and their integration with macroscopic electronic transducers might be a 
more realistic concept for a new generation of biosensors and biochips [4,5]. In this context, the 

coupling of charged molecules (proteins, antibodies, DNA, polyelectrolytes, dendrimers, etc.), 

nanoobjects (e.g., nanoparticles, carbon nanotubes) and inorganic/organic functional nanohybrids 
with semiconductor field-effect devices based on an electrolyte–insulator–semiconductor (EIS) 

system represents a very promising strategy for the label-free biosensing [6–9].  
 

2. Functioning of AuNP-modified capacitive EIS sensors 
Assemblies of AuNPs on a macroscopic transducer surface are an emerging and highly attractive 

class of chemically and electrically tunable functional materials. Fig. 1 schematically shows the 

cross-section of a capacitive Al–p-Si–SiO2 sensor structure after silanisation of the SiO2 surface 
(a), deposition of negatively charged citrate-capped AuNPs (b), adsorption of positively charged 

molecules on the AuNPs (c) and the expected shift of a high-frequency C–V (capacitance-voltage) 

curve of the EIS sensor after these surface modification steps (d). The EIS sensor detects the 
charge changes in AuNP/molecule inorganic/organic hybrids induced by the molecular adsorption 

or binding events. The binding of negatively charged citrate-capped AuNPs to the silanised SiO2 

surface (Fig. 1b) will decrease the width of the depletion layer in the Si within regions under 
surface areas covered with AuNPs. This will result in an increase of the total capacitance of the 

sensor and in a shift of the C–V curve in the direction of more positive (or less negative) gate 

voltages. In contrast, the electrostatic adsorption or binding of positively charged molecules to the 
negatively charged citrate-capped AuNPs (Fig. 1c) will lead to a local increase of the width of the 

depletion layer, resulting in a shift of the C–V curve in the direction of more negative (or less 

positive) gate voltages (see Fig. 1d). A large sensor signal can be expected by a high surface 
coverage of AuNPs, a large number of highly charged, adsorbed molecules per AuNP and by 

measurements in low ionic-strength solutions (i.e., by a reduced counterion-screening effect). 

Since the surface of AuNPs can be easily modified with variously charged shell molecules and 
because the vast majority of biomolecules or polyelectrolyte macromolecules are charged under 

physiological conditions, AuNP-modified EIS sensors can provide a universal and efficient 

platform for label-free electrical detection of a wide variety of molecules by their intrinsic 

molecular charge. Recently, we demonstrated the potential of this approach by realizing capacitive 

EIS sensors consisting of an Al–p-Si–SiO2–silane–AuNP structure for the label-free electrostatic 

detection of positively charged small proteins (cytochrome c, CytC) and macromolecules (poly-D-
lysine) as well as for monitoring the consecutive adsorption of positively/negatively charged 

polyelectrolyte multilayers [3]. In the following, the experimental results related to the label-free 

detection of CytC molecules are exemplarily presented. 
 

3. Label-free detection of cytochrome c molecules by their intrinsic charge 

EIS chips (with sizes of 10 mm x 10 mm) consisting of an Al (300 nm)–p-Si–SiO2 (30 nm) 
structure were fabricated by standard microfabrication processes. Before deposition of AuNPs, the 

surface of the SiO2 gate was silanised with 3-mercaptopropyl trimethoxysilane. The negatively 
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charged citrate-capped AuNPs were prepared using the well-established chloroauric acid (HAuCl4) 

reduction method [10,11]. The AuNPs were deposited on the silanised SiO2 surface from a water 
solution of citrate-stabilised AuNPs [3,12]. Fig. 2 shows scanning electron microscopy (SEM) and 

atomic force microscopy (AFM) images of the AuNP-modified EIS sensor surface. The average 

diameter and density of AuNPs evaluated from several SEM images were approximately 18 ± 2 nm 
and N = (0.8–1.2) × 1011 AuNPs/cm2, respectively. For details of surface silanisation, AuNP 

preparation and deposition steps, see [3]. 

 

 
 

Fig. 1. Schematic cross-section of the capacitive field-effect Al–p-Si–SiO2 EIS sensor after 
silanisation (a), deposition of negatively charged citrate-capped AuNPs (b), adsorption of 

positively charged molecules on the AuNPs (c) and the corresponding C–V curves with typical 

accumulation, depletion and inversion regions (d). 
 

Figure 3 shows an example of the label-free electrical detection of CytC molecules by means of the 

EIS sensor modified with citrate-capped AuNPs. CytC is a small protein and an essential 

component of the electron transport chain in mitochondria [13]. It is positively charged at neutral 
pH value with the net positive charge of approximately +9e (e is the elementary charge, 1.6 × 10−19 

C) [14]. CytC rapidly binds to an AuNP due to electrostatic interactions between the positively 

charged CytC and negatively charged citrate-capped AuNP, resulting in a large shift of the C-V 
curve of about 400 mV in the depletion region. The number (N) of adsorbed CytC molecules per 

AuNP, evaluated using the experimentally observed potential change of ΔVG = 400 mV, amounted 

to be approximately N = 56 (for simulation details, see [3]). 
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Fig. 2. SEM (a) and tapping-mode AFM (b) images of an AuNP-modified EIS sensor surface. 

 

 
Fig. 3. Label-free electrical detection of positively charged CytC molecules by means of the EIS 
sensor modified with negatively charged citrate-capped AuNPs (left). For the CytC adsorption, the 

sensor was exposed to 1 mM PBS (phosphate buffer solution, pH 7) containing 50 μM CytC for 10 

min. The high-frequency C–V curves (right) were recorded in 1 mM PBS (pH 7) before and after 
the adsorption of CytC molecules. Left figure is reproduced from Ref. 3 with permission of the 

Royal Society of Chemistry. 
 

4. Conclusions 
During the last years, label-free biosensing has become one of the most reported research fields for 

semiconductor field-effect devices based on nanomaterial-modified EIS systems. In this work, we 
exemplarily presented results of label-free electrostatic detection of small proteins such as 

positively charged CytC molecules using EIS sensors modified with citrate-stabilized negatively 

charged AuNPs. The functioning mechanism of the AuNP-modified EIS sensor is based on the 
detection of charge changes in AuNP/ligand hybrids induced by molecular adsorption or binding 

events. Since most of the biomolecules are charged under physiological conditions, AuNP-

modified EIS sensors represent a powerful and universal platform for label-free electrical detection 
of a wide variety of biomolecules. 
 

Acknowledgements:The authors thank P. Mehndratta and M. Bäcker for technical support and D. 

Mayer for valuable discussion. 
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1. Introduction 

The μ-azido bridging ligand is a good candidate for divalent metal ions, mainly CuII, NiII, CoII, 

CdII, FeII, and MnII [1] and it is one of the most adaptable and flexible for creation of new materials 
with different magnetic properties. Meanwhile, it is very functional in the studying of 

magnetization structure and magnetic correlations in discrete and polymeric complexes. The 

nitrogen μ-azido may give end-to-end (EE) or end-on (EO) coordination modes, where normally, 

the first one cause antiferromagnetic coupling and the latter would result in ferromagnetic coupling 

(see Fig. 1). 

 
Magnetization plateaus occur both in antiferromagnetic and ferromagnetic materials and they play 

a great role in understanding of a large family of nontrivial quantum phenomena. For the first time 
K. Hida [2] in a pioneering work has shown the appearance of magnetization plateau in 

ferromagnetic-ferromagnetic-antiferromagnetic trimerized Heisenberg model. Since then 

tremendous works have been done in the field out of which, we can mention the experimental data 
of the magnetic properties of low dimensional diamond chains in [3 - 5] and the corresponding 

theoretical investigations that has been presented in [5 - 7] . In section 3, the magnetic properties of 

spin-1 Ni-containing polymer [Ni (NN’-dmen) (µ-N3)2]n are demonstrated. Following the same 
track, in section 4, we look into negativity in the polymer system as a measure to observe quantum 

correlations and entanglement. Entanglement is a property of the states of quantum systems 

composed of many parties that expresses particularly strong correlations between these parties, 
persistent even in the case of large separations among the parties. The term “entanglement” was 

first introduced by Erwin Schrödinger [8] in 1935 in order to describe an intrinsic feature of 

quantum mechanics. In antiferromagnetic systems entanglement has been observed to be an 
essential trait to understand the quantum behavior [9]. 

This manuscript would be structured as follows. In section 2, we introduce spin-1 Ni-containing 

polymer [Ni (NN’-dmen) (µ-N3)2]n and the corresponding Hamiltonian. The next section would 
present the details about the magnetization plateaus and magnetic susceptibility. Section 4, would 

be devoted to the study of thermal negativity as the entanglement measure of the polymer. Finally, 

the conclusions are mentioned in Sec. 5. 
 

2. Hamiltonian of Ni II Containing Polymer 
The following Hamiltonian in Eq. (1)  

Fig. 1 

end-on end-to-end 
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    (1)              

shows the interaction structure in the polymer [Ni (NN’-dmen) (µ-N3)2]n, which is experimentally 

studied in [10] and is a highly unusual one-dimensional polymer containing at the same time both 

kinds of coordination mode (EE and EO) and showing tremendous magnetic properties (Fig. 2). In 
order to compare experimental magnetic results reported in the literature, it is necessary to 

establish the general spin-1 Heisenberg-Ising Hamiltonian with bilinear (dipolar) Ising 

ferromagnetic coupling constants, 1J and 2J , Heisenberg exchange coupling HJ , single-ion 

anisotropy D , and magnetic field h . In the following sections, when talking about the behavior 

of the magnetization curves, magnetic susceptibility, and thermal negativity, we always consider 

the specific values of 201 J cm-1, 372 J cm-1, 120HJ cm-1, 6D  cm-1, and 39.2g  

from experimental data [1, 10]. In Eq. (1) S is the vector operator of spin-1 particles at the 

corresponding sites and 
zS is its z -component. 

 
Fig. 2. Polymer [Ni(NN’- dmen)( µ-N3)2]n with the F1 – AF – F1 – F2 azido bridging ligands 

 

According to Eq. (1), the polymer actually is composed of separable blocks each of which consists 

of 5 spins. Calculating partition function would result in the product of the transfer matrices.  
 

3. Magnetization Plateaus in a Spin-1 System 

While applying the classical transfer matrix method of separated blocks, we have exploited the 

relations:  

h
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M

N
ZFetrZ Max

N
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,,loglog

1
,

1
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where Z is the partition function, F the free energy, M the magnetization,  the susceptibility, and 

  is the inverse temperature 
1)( TkB . The following figures show magnetization plateaus at 

KT 05.0 . 
 

4. Thermal Negativity as an Entanglement Measure for Ni II Containing Polymer 

Entanglement is an essential phenomenon in quantum physics, bearing the strongest contradictions 
between quantum mechanics and the very foundations of classical physics. It shall primarily be 

seen as a resource for performing various tasks, such as quantum computation, teleportation, error 

correction, or quantum cryptography [11, 12]. 
By definition, a system is called entangled when its quantum state cannot be factored out into a 

product of states of its local constituents; Simply speaking, two (or more) particles are entangled, if 

each of them cannot be fully described without the other so that as a whole they are inseparable. As 
a simple example of an entangled bipartite state, one can consider any of the Bell states. There are 
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many different definitions of entanglement, one of which is “negativity (Ne)” that is a simple 

quantification of the nonpositivity of the partially transposed density matrix of a state [13] and for 

a bipartite system is defined as 
i

iNe  , where i ’s are the negative eigenvalues of 
T

which is the partial transpose of the bipartite density matrix,  , with respect to one of the 

subsystems. In an alternative way negativity can be formulated as 
2

1
1




T

Ne


, where 
1

T  is 

the trace norm of the matrix 
T .  

For temperature 5.0T  and with the specific choice of the coupling constants which is mentioned 

in section 2 and is compatible with the experimental data in [1, 10], Ne for the spin-1 Ni-

containing polymer [Ni (NN’-dmen) (µ-N3)2]n in Eq. (1) is shown in the below plot. 

 

         

 
Correspondingly, the magnetic susceptibility is shown below: 
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5. Conclusion 

In this talk a compatible theory model of a Nickel-containing polymer is introduced and studied 
that can fully cover and explain the experimental data which was gained and reported in [1, 10]. 

This study will improve our understanding of nitrogen μ-azido ligand as one of the most adaptable 

entities that can be immensely exploited to create new materials both discrete and polymeric and 
acts as a key ingredient in determining the relative magnetic properties in those materials. 

The authers acknowledge financial support by the MC-IRSES (612707, DIONICOS) under FP7-

PEOPLE- 2013, CS MES RA in the frame of SCS 15T- 1C114 grants, and also the financial 
support from ICTP Office of External Activities (OEA) within NET68 and OEA-AC-100 

programs.  
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Introduction 

Graphene has a very low coefficient of friction and, in our opinion, it seems very promising to use 
this material for modification of plastic lubricants, which are widely used in various industries. 

This material is usually synthesized as graphene nanoplatelets (GNPs) via exfoliation of 
crystalline, intercalated or expanded graphite [1-4]. Besides, it is also possible to implement shear 

exfoliation [5, 6].  

In the present paper, the results of experimental studies on the modification of plastic 
lubricants using few-layered GNPs are described. 
 

Experiment and Methods 

To modify plastic lubricants, a masterbatch consisting of I-20A oil (“Devon” Lubricant Factory 
JSC, Ufa, Russia) and 10-% few-layered GNPs was used herein. The GNPs were synthesized at the 

“NanoTechCenter”  SC (Tambov, Russia) from GSM-2 natural crystalline graphite (carbon 

content 99.5 %, ash content < 0.5 %, “Resurs-S”  SC, Ekaterinburg, Russia) using ultrasound. The 
oxidative intercalation of the graphite was carried out with ammonium persulfate (reagent grade, 

“Reakhim”  SC, Moscow, Russia) dissolved in sulfuric acid containing 5-% free sulfur trioxide. 

The experimental details of intercalation were described elsewhere [7]. 
Plastic lubricants of “Solidol-Zh” and “Litol-24” trademarks (both – from “Devon”) were 

used as initial (starting) materials. The former is a plastic lubricant for general purposes and 

represents a mixture of petroleum oils with medium viscosity index thickened using hydrated 
calcium soaps of higher fatty acids which are part of natural (vegetable and animal) fats, whereas 

the latter is a plastic lubricant obtained by thickening petroleum oils using lithium soaps of 12-

hydroxystearic acid. With each lubricant, five compositions (pastes) containing 0.25, 0.5, 1.0, 3.0 
and 6.0 % of the masterbatch were prepared. We tried to mix the compositions on different types 

of mixers (blade, frame, anchor, planetary, and propeller). Depending on the type of mixer, the 

rotation speed varied from 12 to 300 rpm, and the agitation time – from 5 to 30 min. The quality of 
mixing (homogenization) was determined both visually by the lubricant appearance and by the 

coefficient of sliding friction. As a result of the experiments, it was found that the mixtures do not 

become uniform and the coefficient of sliding friction remains practically unchanged. Considering 
this finding, we decided to pre-mix the compositions for 2-3 min using a conventional propeller 

mixer, and the final homogenization was performed in a special laboratory setup, similar to the one 

described in our earlier work [5]. 
This device presented a stainless steel cylinder-shaped container with an internal diameter 

of 60.0 mm and a height of 50 mm and a steel rotor inside the container. In the experiments, two 

rotors with diameters of 59.8 mm and 59.9 mm and a height of 25 mm were used. The paste was 
fed through a hole in the bottom of the container by means of a piston. During the tests, the 

rotation speed of the rotor was changed from 400 to 2,500 rpm, whereas the rate of feeding the 

paste to the container was changed from 0.3 to 1.0 g s-1. 

mailto:elenburakova@yandex.ru
mailto:elenburakova@yandex.ru
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First, the paste moved in the gap between the bottom of the container and the rotor, and then 

between the inner cylindrical surface of the container and the cylindrical surface of the rotor at a 
fixed gap. The linear speed of the paste movement in the gap changed according to the law close to 

that of parabolic rate from 0 in the immediate vicinity of the fixed surface of the container to a 

certain maximum value in close proximity to the rotating surface of the rotor. 
The numerical value of the maximum speed of the paste movement is almost impossible to 

determine, since the coefficient of the paste slippage relative to the moving surface of the rotor is 

unknown. Nevertheless, it is quite obvious that the paste moves with large gradients of linear 
speed, and the particles of graphite and graphene are subjected to very active shearing effects. 

Earlier, in one of our papers [5], it was demonstrated that even with sufficiently large gaps between 

the container and the rotor (0.35 mm), few-layered GNPs are formed. After all the paste passed 
through the gap between the container and the rotor, it was unloaded from the container, and the 

process was repeated. The efficiency of the modification of the GNP-base lubricant was 

determined according to two methods. First of all, the coefficient of sliding friction was found for 

the standard lubricant and the one modified using a universal friction and wear machine. The test 

method was based on mutual movement of the elements pressed against each other with a specified 

force. The first element was a fixed (static) circular plate with a diameter of 50 mm, and the second 
one was an annular plate with an outer diameter of 36 mm and inner diameters of 0, 10, and 20 

mm. The contact scheme was as follows: the end of the annular rotating plate and the plane of the 

fixed (static) circular plate. The assembly for fixing the static circular plate through a thrust bearing 
was mounted on a balance with a measuring limit of 15,000 g and an error of ± 0.1 g, which made 

it possible to accurately record the clamping force of the friction couple elements. The force G (N) 

generated by the friction torque M (N m) of the thread through the unit was passed to the weight 
set on the second balance with a measurement accuracy of 0.001 g. The numerical value of the 

force G was determined as the difference between the weight mass and the current value of the 

balance. 
The friction torque can be estimated according to Equation (1): 

    

hGM  ,                   (1) 

where h is the arm (m) of the force G.   

On the other hand, the moment can be found according to Eq. (2): 


A

dAM  ,               (2) 

where τ are the shearing stresses acting in the contact zone of the friction couple elements (N m-2), 

ρ is the current radius (m), which can vary from the inner radius R1 (m) of the ring to the outer 

radius R2 (m), and A is the integration (ring) area (m2). After the integration, the following 
expression can be obtained: 
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By equating (1) and (3), the following equation can be written: 
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The numerical value of the coefficient of sliding friction f (dimensionless) was determined as 

follows: 

       /f ,    (5) 

where σ = P/A are the normal stresses in the contact zone of the friction couple elements, P – 
normal force (N), and A is the contact area (m2). In addition, the contact spot diameter was 

determined on a four-ball friction and wear machine. The temperature of the lubricant heating 

during the tests was found to be at 100 °C, whereas the normal load on the upper rotating ball was 
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80 N. When determining the coefficients of friction for each combination of P and n (rotation 

speed, rpm), 30 experiments were performed with subsequent statistical processing of the results 
obtained. As an example, Table 1 presents the average values for a series of experiments at n = 

1000 rpm. The coefficients of sliding friction were determined at different concentrations of the 

GNPs in the plastic lubricants under study. The results of these tests showed that at the 
concentrations above 0.1 %, the coefficient of sliding friction decreases by about 30 %, and further 

increase in the GNP content does not significantly reduce this coefficient. Figure1 demonstrates the 

dependencies of the changes in the contact spot diameter (D) on the percent masterbatch content 
(C) after testing the “Litol-24” and “Solidol-Zh” lubricants on the four-ball friction and wear 

machine. As seen from the graphs, a fairly pronounced extremum of the minimum can be observed 

for “Solidol-Zh” at the masterbatch content of 1 % (0.1 % as related to the solid phase), whereas 
for “Lithol-24”, a significant decrease in the contact spot diameter with an extremum of the 

minimum, not less pronounced, is also observed. Special attention should be paid to the fact that 

the masterbatch containing 10 % of the solid phase with graphite and graphene was used herein. It 

was not possible to quantitatively estimate the amount of the few-layered GNPs in this solid phase. 

Anyway, with the masterbatch content of 1 %, there is actually only 0.1 % of the solid phase in the 

lubricant. In the course of the experiments, it was found that when the content of the GNP-
modified masterbatch is up to 1%, a rotor providing the gap of 0.05 mm with the container can be 

used, and at larger concentrations the gap should be increased to 0.1 mm. This is due to the fact 

that at the concentrations above 1 % and the gap of less than 0.1 mm, separation of the solid phase 
from the plastic lubricant took place. 

 

Table 1. Values of the coefficient of friction coefficient found depending on normal pressures in 
friction vapor. 

No. σ, N m-2 Initial lubricant -  

“Litol-24” 

“Litol-24” based on 1-% GNP-

modified masterbatch 

τ, N m-2 
f τ, N m-2 

f 

1 51,990 14,557 0.28 11,437 0.22 

2 67,584 17,571 0.26 14,193 0.21 

3 82,227 20,557 0.25 20,557 0.24 

4 91,207 24,625 0.27 20,977 0.23 

5 97,240 27,227 0.28 23,338 0.24 

 Initial lubricant -  

“Solidol-Zh” 

“Solidol Zh” based on 1-% GNP-

modified masterbatch 

6 51,990 18,716 0.36 11,958 0.23 

7 67,584 23,654 0.35 16,896 0.25 

8 82,227 27,135 0.33 18,089 0.22 

9 91,207 33,746 0.37 23,713 0.26 

10 97,240 34,034 0.35 24,310 0.25 

 

Besides, it was established that performance has the greatest impact on the modification quality of 

the modification, i.e. the speed of the lubricant movement in the gap between the container and the 
rotor. For the laboratory setup described herein, the optimum performance was found to be 0.7 g/s. 

Furthermore, bench tests were performed for the thrust sliding bearing using the Solidol-Zh and 

Litol-24 lubricants, as well as the modified lubricants containing the GNP-based 1-% masterbatch. 
During this experiment, the temperature was measured in the contact zone of the fixed (static) and 

rotating surfaces. It was found that when the thrust bearing is operated for 60 min, the temperature 

during the use of the modified lubricant is 15-20% less than that obtained in the case of using the 
standard lubricants. This may be due to the fact that the thermal conductivity of the modified 

lubricants is 15 % higher than that of the non-modified ones. Finally, it was established that when 

using the modified lubricants, a very thin layer of the graphene nanostructures is formed on the 
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friction surfaces (Fig. 2), which not only reduces the coefficient of sliding friction, but also the 

coefficient of wear. In fact, new GNP-based surfaces are formed, and they contact each other, and 
the metal surfaces are fully protected from wear. 

 

   
Fig. 1. Dependencies of the changes in the contact spot diameter (D) on the percent masterbatch  

content (C) after testing the “Litol-24” (a) and “Solidol-Zh” (b) lubricants on the  

four-ball friction and wear machine. 
 

     
                                                 (a)           (b) 

Fig. 2. Surfaces of the fixed (static) element afer 600-second contact with the rotating element: (a) 

when using the initial lubricant, and (b) when using the GNP-modified lubricant. 
 

Conclusions 

The present work experimentally proves that the few-layered GNPs are an efficient modifier for 

plastic lubricants. It was found that 1 % of the masterbatch containing 10 % of the few-layered 
GNPs decreases the coefficient of friction by 15-30 % and reduces the contact spot by 15-25 %. 

The shear impact during movement in thin layers between the static and rotating surfaces appears 

to be the most effective way to homogenize the plastic lubricant and the GNPs. Apart from 
improving the frictional characteristics of the lubricants, the few-layered GNPs form protective 

layers on the surfaces of the contacting elements, thereby reducing wear and, possibly, 

regenerating these surfaces, i.e. eliminating the surface defects which occur during the manufacture 
of the elements and operation thereof. 
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Introduction 
Since the discovery of carbon nanotubes (CNTs), special attention has been paid to studying 

various methods for synthesis there of (Shmavonyan et al., 2011). At present, there exist several 

ways of CNT industrial production, one of which is chemical vapor deposition (CVD) 
characterized by the relative simplicity in hardware design and process implementation. In the 

synthesis of CNTs via the CVD, much attention is given to the catalyst as a key factor that allows 

forregulating the morphology and structure of nanomaterials. Controlling changes in the elemental 
composition of the catalyst and the mode parameters of its production, it is possible to achieve 

controlled synthesis of nanostructured materials. Due to the fact that CNTs are widely used in 

various industries, the synthesis of nanostructured materials with specified characteristics on an 
industrial scale remains the actual problem. To synthesize CNTs of a certain quality, it is very 

important to be able to control the properties of the catalyst at all stages of its preparation, and to 

know atwhich mode parameters of the process one can regulate its efficiency. 
 

Experiment and Methods 

A Co-Mo / Al2O3-MgO catalyst was chosen herein as the object under study. It is known that Co is 

one of the most active metals of the Fe group, and the use of binary carriers, as well as promoters 

in catalysts, leads to a significant increase in its catalytic activity (Wang et al., 2014). 

In the present paper, the features of the process of obtaining the Co-Mo/Al2O3-MgO 
catalyst through the thermal decomposition method, namely the effect of the quality of reagents, 

conditions for carrying out thermal decomposition stages and calcinating the catalyst on the 

parameters of the synthesized nanoproduct are studied. To reproduce the catalyst with the required 
properties, the method of its preparation should describe in detail all the operations performed 

(Pakhomov, 2011). The Co-Mo/Al2O3MgO catalyst was prepared by dissolving the initial 

components and heat-treating the resulting system. The 
dissolution process of the initial components – 

Co(NO3)26H2O (chemically pure), Mg(NO3)26H2O 

(chemically pure), Al(NO3)39H2O (chemically pure), 
(NH4)6Mo7O244H2O (reagent grade), and citric acid – was 

carried out for 40-60 min at 50-60 °C. The resulting 

solution was subjected to thermal decomposition at 500 °C 
for 15 min and then to calcinationat 600 °C for 60 min. The 

catalyst synthesizedby this way has a porous flake-like 

structure of a dark grey color (Fig. 1). 
To conduct the CVD process, the catalyst was ground to 

obtain a working fraction of 50-100 μm. The specific yield 

of a carbon nanostructured material was chosen as a 
parametercharacterizing the efficiency of the catalyst.Thisindicator allows for judging on the 

activity of a catalytic system. 

 
Fig. 1. Morphology of the 

Co-Mo/Al2O3-MgO 

catalyst. 
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The efficiency of the CoMo/Al2O3-MgO catalyst in the CVD process was studied using a quartz 

laboratory reactor, the schematic diagram and the exterior of which are presented in Fig. 2. The 
catalyst was deposited on the substrate (3) and placed into the reaction chamber (2), which was 

first purged with an inert gas, and then the carbon-containing gas – ethylene (Russian National 

Standard – GOST No. 25070-2013) – was supplied into it. The CVD process was carried out for 30 
min at 650 °C. To evaluate the reproducibility of the CoMo/Al2O3-MgO catalyst preparation 

procedure, 12 catalyst batches were obtained under the similar conditions. Each batch was used in 

the CNT synthesis for at least 3 times, and the specific yield value of the carbon nanostructured 
material was fixed. The CNT specific yield on the obtained catalysts was found to be within the 

range 9.3-15.0gCNTs/gcatalyst, thereby indicating the instability of the CoMo/Al2O3-MgO catalyst 

system characteristics. 
 

 
Fig. 2. Diagram and exterior of the laboratory reactor: 

1 - Heater, 2 - reaction chamber, 3 - substrate, 4 - thermostat. 
 

The analysis of the obtained results led to the conclusion that a clear implementation of the existing 

method for preparing the CoMo/Al2O3-MgO catalyst is not sufficient to prepare a stable and 

efficient catalyst system, since the process of its production is multifactorial. For instance, the 
additional air supply at the stage of thermal decomposition and calcination promotes a 15-20 % 

increase in the efficiency of the CoMo/Al2O3-MgO catalyst. The use of the prepared catalyst in the 

CVD process (carbon source – propane-butane mixture, t = 650 °C, 40 min) makes it possible to 
obtain CNTs with a diameter of 10-30 nm and a length of more than 2 μm (Fig. 3). However, the 

instability of the characteristics of the catalyst hinders the reproduction of the synthesis of 

nanostructures with given parameters, which is quite important nowadays. 
 

 
 

Fig. 3. SEM images of the CNTs synthesized over the CoMo/Al2O3-MgOcatalyst. 
 

Controlling the catalyst quality at all the production stages may allow for achieving the 

reproducibility of obtaining an effective CoMo/Al2O3-MgO system through the thermal 
decomposition technique. To this end, procedures for validating initial reagents (regarding their 

solubility in water and decomposition of crystalline hydrates) and their solutions (regarding their 

density, electrical conductivity and pH) were developed herein. The procedure for evaluation of 
reagents regarding their solubility in water enablesfast determination of the reagent suitability for 
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the catalyst preparation. The decomposition of the crystalline hydrate during the validation of the 

initial reagents provides an opportunity to weed out partially decomposed initial components. The 
control of the density, electrical conductivity and pH of the initial component solutions also makes 

it possible to determine their suitability for the preparation of an effective CNT synthesis catalyst. 

To measure the electrical conductivity and the pH of the catalyst initial component solutions, a 
Hanna HI2550multifunctional multiparameter device (Eco Instrument Ltd, Moscow, Russia) was 

used. The validation regarding the reagent solubility allows to identify (NH4)6Mo7O24∙4H2Obatches 

which meet the Russian National Standard (GOST) requirements, but do not appear to be suitable 
for the preparation of the CNT synthesis catalyst (due to incomplete dissolution). The incomplete 

dissolution of this reagent may be related to its partial decomposition. The X-ray diffraction 

analysis showed that the insoluble impurity in (NH4)6Mo7O24∙4H2O corresponds to oblong 
(NH4)2MoO4 crystals (Fig. 4). The presence of this impurity in the solution of the CoMo/Al2O3-

MgO catalyst initial components is highly undesirable. Therefore, to solve this problem, two 

options were proposed herein: 1) additionally introducing a small NH4OH amount into the 

solution, and 2) recrystallizing the reagent. 

To determine the best way of solving the problem of the solubility of this reagent, four samples 

with (NH4)6Mo7O24∙4H2O of different quality were prepared: satisfying (No. 1), not satisfying (No. 
2) the solubility requirements, soluble but supplemented with the NH4OH (No. 3) and 

recrystallized reagent (No. 4). The quality of the (NH4)6Mo7O24∙4H2O preparation and dissolution 

was evaluated by the CNT specific yield on the catalyst containing this reagent. The analysis of 
this parameter suggested that the NH4OH addition and the reagent recrystallization promote the 

transfer of the reagent from an unsatisfactory state to a state that satisfies the requirements for the 

preparation of carbon nanostructured material synthesis catalysts. However, the presence of an 
excess of the NH4OH in the pre-catalyst solution may have a negative effect on the CoMo/Al2O3-

MgO catalyst, since ammonium citrate may be formed after adding citric acid, which is highly 

undesirable. It should be noted that the need for precise control of the NH4OH excess amount 
introduced at the (NH4)6Mo7O24∙4H2Odissolution stepcomplicates the process of obtaining the 

catalyst. That is why the recrystallization appears to be the most appropriate way of adapting the 

reagent that does not meet the solubility requirements for the preparation of the CoMo/Al2O3-MgO 

catalyst. The experimental results also showed that the highest value of the CNT specific yield is 

observed overthe catalyst prepared using the recrystallized (NH4)6Mo7O24∙4H2O. The validation of 
the reagents regarding their solubility in water and the degree of crystalline hydrate decomposition, 

as well as the reagent solutions regarding their density, 

electrical conductivity and pH, enables control over the 
quality of the solution of the initial components of the 

CoMo/Al2O3-MgO catalyst. The optimum density (1,510-

1,515 kg/m3) and electrical conductivity (1.54-1.72 
μS cm) values experimentally found for the catalyst initial 

component solution allow for obtaining a stable pre-

catalyst. However, this is not enough, because the thermal 
treatment step, which consists of the thermal 

decomposition and calcination stages, plays a special role 

in the catalyst formation process. The experimental 
investigation of these stages made it possible to propose 

and test the methods for estimating mass losses of the 

catalyst system during heating and calcination and the pH 
of theresulting catalyst suspension, which allow for indirectly judging on the presence of 

undecomposed organic matter. It was found that when obtaining an effective CoMo/Al2O3-MgO 

catalyst, the loss of its mass after the calcination should not exceed 10 wt.%. In the suspension, the 
main component of which is the effective CoMo/Al2O3-MgO catalyst, the pH should be 10.1-10.4. 

By implementing the catalyst validation procedures proposed at all the preparation stages, 15 

batches of the CoMo/Al2O3-MgO catalyst samples were prepared and tested during the CVD 

 
Fig. 4. Microstructure of 

(NH4)6Mo7O24∙4H2O unsuitable  

for preparing the catalyst. 
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process under the same conditions. The analysis of the obtained data showed that the application of 

these procedures in the preparation of the catalyst stabilizes its efficiency. When using such a 
catalyst in the CVD process, the average CNT yield ranges from 10.3 to 11.9 gCNTs/gcatalyst. Thus, 

the use of the proposed methods for validating the catalyst during its preparation makes it possible 

to obtain a stable effective catalyst for the synthesis of multi-walled CNTs with a diameter of 5-30 
nm. The SEM images of the synthesized CNTs are presented in Fig. 5. 
 

 
 

Fig. 5. SEM images of the CNT synthesized over the CoMo/Al2O3-MgO catalyst 
(obtained considering the validation procedures). 

 

The use of the CoMo/Al2O3-MgO catalyst in the CVD process (a propane-butane mixture act 
allows for synthesizing CNTs with a specific yield of 20.3-23.0 gCNTs/gcatalyst. 
 

Conclusions 

The present work experimentally proves that the process of CoMo/Al2O3-MgO catalyst preparation 
through the thermal decomposition method has its own peculiarities. The reagent quality and heat 

treatment conditions play an important role in obtaining the catalyst for the CNT synthesis, and 

that is why it is so important to carry out the catalyst validation at all production stages. The 

proposed procedures for validatingreagents regarding the  solubility and degree of crystalline 

hydrate decomposition are what it exactly allows for eliminating the use of (NH4)6Mo7O24∙4H2O 

which meets the GOST requirements but is not suitable for the catalyst preparation, even at the 
initial stage of obtaining the CoMo/Al2O3-MgO catalyst. Besides, the efficient way of adapting 

(NH4)6Mo7O24∙4H2O which does not satisfythe solubility requirements for the production for the 

catalyst production for the CNT synthesis was elucidated herein. The optimum density and 
electrical conductivity values of the catalyst initial component solution were determined 

experimentally. They make it possible to obtain a stable pre-catalyst. Using the methods for 
estimating the mass loss of the CoMo/Al2O3-MgO catalyst during calcination and the pH of the 

resulting catalyst suspension allows for indirectly judgingon the presence of undecomposed 

organic matter in the sample, which is extremely undesirable, and to eliminate this, it is required to 
increase the duration of thecatalyst calcination process. The implementation of the catalyst 

validation procedures at all the preparation stages promotes the production of an effective (the 

nanoproduct yield of 10.3-11.9 gCNTs/gcatalyst) CoMo/Al2O3-MgO catalyst, the application of which 

in the CVD process leads to obtaining CNTs with a diameter of 5-30 nm. 

The work was funded by the Russian Science Foundation under Project No. 15-13-10038. 
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Introduction 
A lot of works are devoted to the investigation of radiation defects in semiconductors, particularly, 

in silicon and germanium. This is explained by increase of interest on wide application of radiation 

methods to solve problems of semiconductor electronics, as well as development of new directions 
such as optoelectronics, microwave electronics and so on. One of the most promising techniques is 

radiation defects introduction method, i. e. directional modification of the properties of 

semiconductors under the action of various types of radiation. 
The irradiation sources applied in usually investigations are conventional sources based on 

micro - second pulse beams (accelerators, nuclear reactors and so on) allowing to accumulate a 

large amount  of irradiation doses in a short time and, consequently, quickly affect properties of 
irradiated materials. It is important to note that at the same irradiation dose, the irradiation intensity 

(amount of particles per 1sec. on 1 cm2 cross-section of the beam) was proved to play an important 

role in affecting the properties of semiconductors [1-2]. The case when the irradiation source has a 
beam with a pulse shorter than “microsecond”, is important, because it is scientific and practice 

interest (pulse nuclear reactors, space particle interactions, etc.). For understanding very short pulse 

beam influence on the materials, it is better to describe steps and time intervals of radiation 
interactions which take place at usual “microsecond” irradiation with materials.  

The first stage of radiation influence is elastic transfer of irradiation energy to the atoms; 

the collision time with atoms is estimated to be 10-16 [2]. Atoms and electrons with excessive 
energy and impulse come into interaction with other atoms of matter, loosing energy through this 

action. This stage is called “energy exchange” from primary exciting particle and transition of the 

system to quasi-equilibrium state. At the inter-atomic distances this time is about 10-14 – 10-13 

second [3-4].  

 The next process, relaxation of excessive energy received by atoms and electrons in 

crystal, takes place at time which is typical for the period of atomic oscillations, i. e., 10-13 – 10-12 

second in solid states [3]. Further consideration relates to processes at average-statistic kinetic 

energy in order of kТ (k is the Bolzman`s constant, T the absolute temperature). The system which 

is excited by irradiation passes through different quasi-equilibrium states and reconstruction of 
primary radiation defects occur. The speed of the latter exponentially depends on temperature and 

can extend over time. Secondary radiation defects are formed which are stable at room 

temperatures. In their formation both primary radiation defects (vacancies and interstitial atoms) 
and chemical impurities which were present in samples before irradiation, participate.  
 

Experimental procedure and results 
Irradiation of samples was carried out at room temperatures in linear accelerator of САNDLE 

Synchrotron Radiation Institute (Armenia) by electrons with 3.5 MeV energy, 4x10-13 sec. pulse 

duration, 12 Hz frequency, charge in impulse was 30 pico-Coulomb (we called pico- second pulse 
irradiation). The samples of n-Si were cut out in double-cross shape having 6 Ohmic contacts for 

electrical measurements, at 0.8 – 1.0 mm thickness, and 3x10mm2size. 

Irradiation dose was defined: 

                             
  

 
   [el/cm2 ] ,                                             (1)   

where I is the mean current in μA, t is exposition time in seconds and S is the cross-section of the 

beam in cm2. 
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The beam current was measured by accumulated charge in Faraday cup. Electrical conductivity 

and charge carriers’ mobility were measured applying known Hall effect method at different 

temperatures. Electrical conductivity was calculated by  = en, where  is the charge carriers’ 

(Hall) mobility, n is the concentration of main charge carriers’, e is the electron charge. The charge 

carriers` mobility was defined by Hall effect measurements: 

           
   

    
 ,                                                         (2) 

where     is the potential difference between Hall contacts,    the potential difference between 

conductivity contacts,   the magnetic field induction, l and   are the sample`s length and width. 
The measurement results are presented in Fig. 1-3 as a graphics of dose and temperature 

dependencies of electrical conductivity and charge carriers’ mobility for samples of different 
specific resistivity. An obvious “critical dose” is seen on Fig. 1, after which the electrical 

conductivity of samples smoothly decreases and then sharply falls down. This effect depends on 

their initial specific resistivity, i.e. for higher specific resistivity the “critical dose” is reached 

rapidly. The charge carrier mobility has similar dependence. Note that for samples with specific 

resistivity 100 Ω∙cm and 700 Ω∙cm this dependence is almost the same; even at numerical values 

this dependence is only slightly different, in spite of significant difference in initial carrier 
concentrations. For samples with specific resistivity 950 Ω∙cm and 700 Ω∙cm the difference in 

carrier concentration is not so high but there is a significant difference in dose dependences. From 

comparison of Fig.1 and Fig.2 it is obvious that point radiation defects accumulation kinetics has a 
marked influence on the mechanism of charge carriers scattering. Note that these measurements 

were carried out at room temperatures.  

Temperature dependencies of carrier mobility were studied to clarify the physical nature of their 
variations after irradiation (Fig. 2-3). The carrier mobility measurement results at the 120-300K 

temperatures for samples with specific resistivity100 Ω∙cm are presented in Fig.3. It is obvious that 

the behavior of carriers’ mobility temperature dependence before and after irradiation is almost the 
same up to maximum applied irradiation dose of 6 x 1013 el/cm2. 

 
Fig. 1. Silicon crystal (n-Si) electrical conductivity dose dependence by electron pico-second beam 

irradiation (energy 3.5 MeV). Samples specific resistivity: 1 - 100 Ω∙cm, 2 - 700 Ω∙cm, 3 - 950 

Ω∙cm. Maximum irradiation dose is 6x1013 el/cm2. 
 

D [el/cm
2
]

σ
 [

Ω
∙c

m
] 

-1

T=300 K

Eel=3.5 MeV

10
-2

10
-3

10
-4

10
-5

0                            10
12

                      10
13

                     10
14

1

2
3



125 

 

 
Fig. 2. Silicon crystal (n-Si) charge carriers’ mobility temperature dependence after electron pico-

second beam irradiation (energy 3.5 MeV). Sample specific resistivity100 Ω∙cm:  
1 – before irradiation, 2 – after irradiation by dose 6 x 1013 el/cm2. 

 
Fig. 3. Silicon crystal (n-Si) charge carriers’ mobility temperature dependence after electron  

pico-second beam irradiation (energy 3.5 MeV). Sample specific resistivity100 Ω∙cm: 1 – before  

irradiation, 2 – after irradiation by dose 6 x 1013 el/cm2.The graphs are in log-log scale for better  

demonstration. The mathematical expression ~Т  gives possibility to explain charge carriers 

scattering mechanism for 1=-2.18 before irradiation and 2=-1.55; 3=-1.35 after irradiation. Such 

behavior of carriers’ mobility (line 2) is explained by carriers’ scattering on the lattice defects. 
         
However, detailed study of carriers’ mobility temperature dependence in log-log scale points to a 

difference between these dependences (Fig. 3). Almost a straight line over entire temperature 

interval (line 1) before irradiation indicates the existence of uniform mechanism for carriers’ 
scattering, i. e., scattering on the ionized impurity of phosphorus in n-Si. After irradiation there are 

two mechanisms for carrier scattering (line 2). The mathematical expression for the mentioned 

cases is as follows:  ~Т, 1=-2.18 before irradiation and 2=-1.55; 3=-1.35 after irradiation. 
Such behavior of carriers’ mobility (line 2) is explained by carriers’ scattering on the lattice defects 
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[4]; in the given case, scattering on the radiation defects created by pico-second pulse irradiation 

with energy 3.5 MeV.  
It is worth mentioning that the behavior of samples with low specific resistivity (i.e. having 

high impurity concentration) is significantly different from others at low temperatures, where the 

region of scattering on ionized impurities seen; whereas in samples with high specific resistivity, 
this region is not observed, although the measurements are difficult at these temperatures because 

the conductivity is near intrinsic. The primary defect capture by different centers, that were present 

in samples before irradiation, plays an important role during these processes [4]. However, at 
sufficiently high doses (“critical dose”) these channels may be exhausted , i.e. the centers saturated, 

but, on the other hand, concurrent radiation defects are accumulated, which act as channels for new 

reactions, leading to the changes of secondary radiation defects spectrum with irradiation dose. 
Along with this, the charge state of formed radiation defects changes, consequently the electrical-

physical properties of the crystal also change. 
 

Conclusions 

From the above given results the following conclusions can be drawn: 

1. Pico-second electron irradiation, in spite of low intensity has a significant effect on the 
electrical physical properties of silicon crystal.  

2. The known “radiation annealing” which is typical to conventional micro- second    pulse beam 

irradiation, at given pico-second pulse beam irradiation doesn't take place, because the thermal 
processes (duration 10-6 – 10-7second) don't have enough time to develop.    

3. Study of temperature dependence of charge carrier mobility helped to reveal their scattering 

mechanism: scattering on the ionized impurities and on the radiation defects. At the same time 
it became possible to observe formation of point defects, followed by their cluster formation. 

4. It was shown that the “critical dose” corresponding to sharp changes of electrical-physical 

properties depends on specific resistivity. In these cases it is found to be more appropriate to 
use an expression “dose threshold” of cluster formation instead of the more commonly used 

“energy threshold”. 

Acknowledgement: The author is thankful to the scientific community of Applied Physics Division 
of Yerevan Physics Institute for great assistance to carry out this work. 
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Introduction  

Among group IV quantum dot nanostructures, which are highly promising for future generation 

solar and photovoltaic cell applications [1], copper indium diselenide (CIS) thin films have 
received considerable attention due to its high absorption coefficient, radiation stability, direct 

band gap and other features [2].  The current world record of 22.6% efficiency for such devices has 
been achieved by Zentrum Sonnenenergie & Wasserstoff Forsch Baden in 2016 [3]. Currently 

various techniques are available for         films production, such as molecular beam epitaxy, 
thermal co-evaporation from Cu, In, and Se elemental sources, spray pyrolysis method, ink 

printing method, electrodeposition or a two-step process, which consists of DC magnetron 

sputtering of  metallic indium and copper precursors followed by their selenization in Ar + Se 
atmosphere [4-6]. Among this methods, the last one offers a high level of control over film 

thickness and deposition sequence, as well as a not overly sophisticated process for manufacturing 

high-quality CIS thin films. The highest efficiencies for CIS based solar cells have been obtained 
by using alkali-aluminosilicate and soda-lime glass (SLG) as a / nsubstrate material [7]. The 

substrate is coated with molybdenum (Mo), which serves as the back contact for the solar cell. The 

choice of this metal is due to its high melting point (2623°C), mechanical strength and low 
resistivity [8-10]. It can be considered as the main transport gate for the sodium out-diffusion from 

SLG to the CIS thin film during its growth process at substrate temperatures close to the softening 

point of the substrate, when Na ions start to diffuse from the SLG into the semiconducting material 

through Mo back electrode [11]. The same process occurs in case of perlite-glass-ceramic 

substrates, containing 3.29wt. % of Na [12].  

The main purposes of this work were the optimization of the growth parameters of CIS 
thin films on a soda-lime glass substrate from high purity elemental metallic targets by sequential 

DC magnetron sputtering in an argon atmosphere, with further selenization of thus prepared 

samples placed in graphite container inside the heated vacuum chamber and the study of Mo 
coated SLG with CIS thin film on it. 

 

Experimental details 
One micrometer CIS thin films were grown by a two-step process. In the first step, Cu and In 

metallic precursors with 99.999% purities were sputtered on a 1x1 cm square shaped soda-lime 

glass substrates by DC magnetron sputtering. In case of Mo coated SLG substrate, Mo film of 

thickness 0.5-0.6    was deposited by the same technique with working current of 600 mA and 

sputtering pressure of          mbar. Targets were positioned at 10 cm distance from the 

substrate and the base pressure in the chamber was          . The magnetron was operated in 
DC mode with working current of 400 mA and duration of 200 minutes for the deposition of Cu 

and 200 mA with the duration of 50 minutes for In. For the second step, Cu-In deposited samples 
were placed in the special graphite container with several compartments: one for the granules of 

pure selenium and the others for the samples. A base pressure of nearly           was established 
by a mechanical pump for the selenization process, which was performed in three steps. The first 

step at 120°C was to obtain a good Cu–In alloy where its physical properties become stable [13]. 
The second step was to heat up to 200°C and keeps them at this temperature for 20 minutes to 

encourage complete saturation of the alloy precursor with Se [14]. After that, depending on a 

batch they were kept at 400°C, 450°C, 500°C and 550°C temperature for 30 minutes, with the 
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ramp of 40°C per minute for the formation of CIS and the recrystallization process. The three steps 

of the selenization process are shown in Fig. 1. The total selenization time was 60 minutes. The 

structural and compositional properties of obtained         and            thin films were 
investigated by grazing incidence X-ray diffraction (XRD). 

 

Results and discussion 

The phase and crystallographic structure of Mo-coated glass and selenized films were analyzed by 
XRD. The XRD patterns of sputtered molybdenum film and CuInSe2 films selenized at different 

temperatures are shown in Fig. 2 and Fig. 3 respectively. The experimental parameters and 

structural properties of CIS thin films obtained from XRD analysis are summarized in Table 1. 
It can be seen, that Mo crystallites exhibit cubic crystal structure according to the 

ASTM 4-809 standards. From Fig. 2 it is obvious, that single peak was observed with preferred 
crystallographic orientation along (110) direction. The average crystallite size for both Mo and CIS 

thin films was  
 

calculated using the following equation [15]: 

  
  

     
   

where K is the Scherrer constant (K=0.94),   is the wavelength of the incident monochromatic X-

ray beam (            ) and B is the FWHM of diffraction peak at corresponding  . 

In Fig. 3, the XRD spectra corresponding to the films selenized at different temperatures 

(from 400  up to 550 ) are plotted. These spectra showed the presence of indium and copper 
oxides, Cu2-xSe binary compound (Berzelianite) and CIS chalcopyrite phase. The formation of 

above mentioned phases assumed to be represented by the following chemical reactions [16]: 

2Cu11In9 + 29Se   11Cu2Se + 18InSe    or    2Cu11In9 + 20Se   11Cu2Se + 9In2Se,  
then  

Cu2Se + 2InSe + Se   2CuInSe2 or Cu2Se + In2Se    2CuInSe2 

respectively, and separately  

4In + 3O2   2In2O3 and 2Cu + O2   2CuO. 
The average crystallite size of obtained CuInSe2 phase and the thickness of the layer show identical 

behavior with the increase of selenization temperature (Fig. 4). At lower temperatures both 

parameters increase with the increase of the temperature. But in case of 500  percentage of 
CuInSe2 starts to decrease along with the decrease in the crystallite size and thickness of the film 

due to the evaporation of the precursors. 

Fig. 1. Temperature profile of the selenization process. 
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The X-ray diffraction pattern of CIS thin film grown on Mo-coated glass, which was 

selenized at 450  for 30 minutes, is shown in Fig. 5. The film, as it was expected, shows three 

intense peaks, which correspond to the reflections from (112), (220/204), and (116/312) directions, 

that indicate the crystalline phases of CIS. One can notice, that the splitting of two doublets 

220/204 and 116/312 does not exist in the XRD pattern of this sample due to the right choice of the 
selenization temperature. Additionally, all the films have two preferred orientations perpendicular 

to the (112) and (220/204) planes. It is also noticeable from Fig. 5 that Mo peak has a large amount 

of FWHM (full width at half maximum) due to the high sputtering pressure, which has certain 
impact on the electrical and structural properties of the Mo film, especially on the resistivity and 

porosity [17]. On the other hand, the growth parameters were chosen to provide good adhesion to 

the glass substrate.   

Fig. 2. XRD spectra of Mo-coated soda-lime glass. 

Fig. 3. XRD spectra of all samples without Mo layer selenized at different temperatures. 
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The calculated lattice parameters of the last sample with Mo back contact are a = 5.784 0.003 , c 

= 11.615 0.01   and the axial ratio is c/a = 2.008 for CuInSe2 phase, which is in good agreement 

with [18] and     = 3.1788   for molybdenum. 

 

Table 1. Structural properties of DC-plasma sputtered Mo and CIS thin films calculated from XRD 

                     Sample  T, °C                Phases Amount (%) 

Thic

kness 

of the 
layer 

(nm) 

     CuInSe2  

    crystallite  
     size (nm) 

                       a    400          CuInSe2+Cu2Se+CuO 78.3/12.5/9.2    1260 170 320 

                       b    450          CuInSe2+In2O3 95.7/4.3  1310 205 440 

                      c    500        CuInSe2+Cu2Se+In2O3 47.1/32.4/20.5  1200 210 400 

                     d            550 
      CuInSe2+ In2O3+ 

Cu2Se 
57.8/12.9/29.3  820 200 360 

                   Mo-coated  

                     glass 

   RT  (startig   
point) 

 

 Mo 100   550 30 
 10 

 

 

  

 

Conclusions 
In this work, single-phase chalcopyrite CIS thin films have been obtained by selenization at 

different temperatures varying from 400 to 550 . Average crystallite size of the desired CuInSe2 

phase increased with the increase of selenization temperature from 400  to 450 , but in case of 

500  percentage of CuInSe2 starts to decrease along with the decrease in the crystallites size. Both 

of those values go down with the further increase of the selenization temperature. Thickness of the 
layer shows the same behavior as the crystallites average size value. The optimal temperature for 

selenization process was established to be 450  and applied during the preparation of 
SLG/Mo/CIS structure. All the films exhibit two preferred orientations along (112) and (220) 

planes. Among CIS phase, In2O3, CuO and Cu2Se phases also were presented in the XRD patterns 
of the films. The lattice parameters obtained for all phases are in good agreement with the known 

data. 

Fig. 4. The average crystallite size and thickness of CIS thin films as a function of 

selenization temperature. 
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Using the density matrix renormalization group method, the magnetic behavior of the compound 

K3Cu3AlO2(SO4)4, which represents the physical realization of the diamond chain, was studied. For 
the numerical calculations, we used the ALPS (Algorithms and Libraries for Physics Simulations) 

library. 
 

1. Introduction 

Low-dimensional systems are particularly attractive since they provide opportunities for 
approbation of condensed-state physics models. The fact is that models for low-dimensional 

systems can be more easily analyzed than large-scale models, on the one hand, on the other hand, 
they reveal a wide range of the most diverse and interesting physical properties, being, thus, a 

touchstone for the above-mentioned field. The more interesting are the physical implementations 

of low-dimensional systems, which make it possible to compare theoretical results with 
experimental ones. The so-called diamond chain model, which is a quasi-one-dimensional 

structure, was proposed to explain the properties of the compound Cu3Cl6(H2O)2
.2H8C4SO2 [1]. 

Presently, more than a dozen compounds having the structure of parallel located diamond chains 
are known [2-5]. Among them – the long-known natural mineral azurite Cu3(CO3)2(OH)2 [2,3], 

attracted the great interest both in the experimental and theoretical sectors. Such interest was 

caused by the following reasons. On the one hand, attempts have been made to describe the azurite 
in the approximation of parallelly placed diamond chains, such that the interaction between them is 

much less than the interactions inside the diamond chain, or the effect of the interchain couplings is 

transferred to the couplings inside the diamond chain (the effective diamond chain model). On the 
other hand, within the framework of this model, the researchers, using various theoretical 

approaches, came to different, sometimes contradictory, values for coupling constants, 

nevertheless, with good consistency of theoretical to particular experimental results. For example, 

the Kikuchi group established 
1 2 3: : =1:1.25:0.45J J J  [2.3], Gu and Su [6,7] proposed the 

anisotropy of the Heisenberg bond, with the presence of a ferromagnetic component, for the best 

coincidence with the experimental magnetic susceptibility: 
1 2 3: : =1:1.9 : 0.3zJ J J   and 

3 3 3 3/ = / =1.7x z y zJ J J J . In the researches, for the coupling
3J , both antiferromagnetic [8,9] and 

ferromagnetic [10,11] values were proposed. Extensive research undertaken by a group of 
researchers [12] established the values of the coupling constants for the model of an effective 

diamond chain, in which the best consistency with all experimental data is observed. Taking into 

account direct nodal couplings here was significant. It should also be noted a number of theoretical 
works directly related to experimental data, or revealing the properties of diamond chains with an 

arbitrary spin in general, without binding them to specific materials [13-22]. Recently, a group of 

Japanese researchers synthesized a compound K3Cu3AlO2(SO4)4 with a diamond chain structure 
[5]. The dependence of the magnetic susceptibility on temperature was measured in the work, as 

well as the dependence of the magnetization on the external magnetic field up to 50 T. 

In Paragraph 2 of this paper the Hamiltonian for an antiferromagnetic diamond chain 
studied. In Section 3, for numerical values of the coupling constants obtained in [5], we 

numerically calculate the magnetization curve using DMRG method for 300 spins (100 diamonds) 

by means of the ALPS (Algorithms and Libraries for Physics Simulations) library. The Conclusion 
contains the main results.  
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2. The Hamiltonian of the model 

On the basis of the result of Ref. [23], using the high-temperature series expansion method, they, 
under the assumption of symmetric diamond chain, obtain the coupling constants values for which 

the best fit of the theoretically calculated magnetic susceptibility curve is observed with the 

experimental curve in the temperature range from 100 to 300 K. 
We use an antiferromagnetic Heisenberg Hamiltonian with spins 1/2 for our diamond chain: 

 

 

1 3 1 3 3 3 1 2 3 1 3 2

3 3 2 3 3 3 2 3 3 3 .

i i i i i i

i i

z

i i i i m i i B j

i i i

H J S S S S J S S

J S S S S J S S g h S

   

  

   

   

 

  

 (1) 

where 
iS  are the spin operators 1/2, 

iJ  are the 

interaction constants between the Cu2+  ions. h , 
B

 

and g  is the value of the z  projection of the external 

magnetic field, the Bohr magneton and the 

gyromagnetic ratio (2.06), respectively. The Figure 1 
illustrates two diamonds clusters from the chain. 

 

3. Magnetic properties of the model 

For the values of 
1 3 2= =132, = 336J J J  (symmetric diamond chain) taken from [5], we 

performed a numerical calculation using the density matrix renormalization group method 
(DMRG) [24] and the matrix product of states method (MPS) [25, 26] diamond chain containing 

300 spins (100 diamond clusters). For the calculations, we used the ALPS library [27,28]. The 

calculations were performed on a super cluster of the Yerevan Physical Institute (SuperServer 
7047GR-TRF) using parallel computations. The Figure 2 shows the magnetization curve. It can be 

seen that it has a 1/3-plateau in the 50-300 T region. According to the experimental results 

obtained in the above work, the magnetic plateau is not observed up to 70 T. According to this, we 

can say that fitting the coupling constants and the gyromagnetic ratio, using only the behavior of 

the magnetic susceptibility, turns out to be insufficient for a correct description of the magnetic 

behavior of the mentioned compound. Quite recently a publication [29] appeared, in which the 
model of an asymmetric diamond chain for the compound K3Cu3AlO2(SO4)4 is considered. In this 

publication, along with antiferromagnetic, ferromagnetic interactions are also introduced, and the 

value of the gyromagnetic ratio is also revised. Calculations were made at zero temperature by the 
renormalization-group approach of the density matrix (DMRG) at 120 spins. In the article appears 

1/3-plateau of magnetization in the region 110-250T from the external magnetic field. 
 

4. Conclusion 

We obtained the magnetization curve for the K3Cu3AlO2(SO4)4  compound model by the density 

matrix renormalization group (DMRG) method and the matrix product state (MPS) method using 
the ALPS library. The chosen number of spins in our model of a periodic and symmetrical 

diamond chain is quite sufficient to predict with great accuracy the appearance of a magnetic 1/3 

plateau on the magnetization curve in the framework of this model. Thus, we show that the values 
obtained in the work [5] cannot be correct and in spite of the fact that they give a good coincidence 

of the magnetic susceptibility in the temperature range 100-300 K, nevertheless they contradict the 

experimental data on the magnetization, leading to the appearance in model 1/3-plateau with an 
external magnetic field from 50T, whereas in the experiment it is not observed up to 70T. 

The authors acknowledge financial support by the MC-IRSES (612707, DIONICOS) under FP7-

PEOPLE- 2013, CS MES RA in the frame of SCS 15T- 1C114 grants.  
 

 
Fig. 1. Structure of the rhombus. 
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              Fig. 2. Magnetization curve of the rhombus. 
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Introduction 

Antimony Telluride (Sb2Te3) compound is known as a semiconductor with good thermoelectric 

properties [1]. Recently, Sb2Te3 attracts increased attention of researchers as it is also a topological 
insulator (TI) [2]. The surface states of TIs are non-dissipative and highly conductive, as protected 

by the time reversal symmetry. TIs are considered as promising materials for spintronics and 
quantum computations [3, 4]. In topological insulators the phenomena such as non-saturated and 

linear magneto-resistance as well as the anomalous Hall effect have been registered [5-11]. 

Anomalous Hall effect has previously been detected in ferromagnetic conductors where it was 
induced due to spin-dependent scatterings of charge carriers [12]. The origin of the nonlinear Hall 

resistance in TIs is attributed to the contribution of the surface states and results from anomalous 

Hall effect described by the Dirac theory [5-9]. 
This paper presents the results on experimental study of thickness dependent Hall 

resistance and magneto-resistance of Sb2Te3 nanoflakes at temperatures from 2K to 300 K. Sb2Te3 

is a p-type semiconductor with multivalley valence band which consists of the upper (light hole) 
and the lower valence band (heavy holes) responsible for conductivity [13]. To observe effects 

related to the contribution of the surface states to the conductivity thin samples are required. In this 

work the samples of different thickness (25 nm, 34 nm and 450 nm) were selected for comparison.  
 

The results and discussions 

Sb2Te3 nanoflakes of different thickness were grown by vapor phase deposition method using 

polycrystalline Sb2Te3 compound as a source material [14, 15]. Scanning electron microscope 
(SEM) and transmission electron microscope (TEM) images confirm that the samples are single-

crystalline (Fig. 1). Energy-dispersive x-ray spectroscopy showed a similar ratio Sb/Te = (41 ± 

1)/(59 ± 1) in all three samples. The resistance of the nanoflakes were measured by a standard four-
probe method in perpendicular to the plane of the sample magnetic fields up to 9 T and at 

temperatures from 2 to 300 K. Magneto-resistance was defined as MR = (100%) × (RB-R0)/R0, 

where RB = R(B) resistance of the sample in a magnetic field B, and R0 is the resistance of the 
sample out of a magnetic field. 

The resistance and magneto-resistance of the nanoflakes show a strong dependence on 

their temperature and thickness. The normalized resistance RT/R300 demonstrates metallic behavior 
in the temperature region of measurement, which is typical for Sb2Te3 compound. The steepness of 

R(T) curves decrease and the residual resistance grows when thickness of the nanoflakes decreases. 

This is caused by increasing number of defects in the nanoflakes, as well as by increasing of 

scattering from the boundaries (Fig. 2). 

The ordinary positive MR is caused by Lorentz force and is quadratic function of the magnetic 

field and mobility of charge carriers, i.e. magneto-resistance MR ~ (µB)2. The strong dependence 
of the mobility of charge carriers on the thickness of the nanoflakes has direct impact on MR 

curves. MR at high temperature is reduced significantly because mobility is further suppressed by 

the intense electron-phonon scattering. The transverse resistance Rxy(B) of the nanoflakes with 
thickness of 25 nm and 450 nm are depicted in Fig. 3. While Rxy(B) dependence of 25 nm thick 

sample is almost linear at 300 K and 2 K, the Rxy(B) dependence of 450 nm thick sample is 

nonlinear and transformed from concave at 2 K to convex at 300 K. Based on Rxy(B) results we 
obtained the values of mobility µ = RH/ρ = 0.0145 m2/Vs and 0.0075 m2/Vs and number of charge 
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carriers p = 1/(RH q) = 31026 m3 and 21026 m3 at 2 K and 300 K respectively for the 25 nm thick 

sample, where RH = (Rxyd)/B is Hall coefficient, ρ is the resistivity and q is elementary charge. The 
concentration of holes in this sample exceeds the concentrations usually observed in bulk Sb2Te3, 

and confirms previously observed dependence of the number of charge carriers on the thickness of 

nanoflakes [16]. Rxy(B) dependence of the 34 nm thick sample is also nonlinear but is straightened 
gradually with temperature and at 300 K it becomes linear (Fig. 4). 

 

 
 
 

Fig.5. (a) TEM diffraction image one of the nanoflakes. (b) EDX spectrum one 

of the nanoflakes. (c) SEM image of the grown nanoflakes with marked area 

where the EDX probe was taken. (d) SEM image of one of the nanoflakes with 
deposited electrodes. 

Fig. 2. Magneto-resistance of the nanoflakes of different thickness at 2 K. Inset; 

Temperature dependences of the normalized resistance of the nanoflakes. 
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Fig. 3. Rxy(B) dependences of the nanoflakes with thickness 450 nm at 2 K and 300 K. Inset; 
Rxy(B) dependences of the nanoflakes with thickness 25 nm at 2 K and 300 K.  

 

Fig. 4. Rxy(B) dependences of the nanoflake with thickness 34nm at 2 K, 10 K, 50 K, 100 K and 

300 K. The dot line is guide for eyes. 

Fig. 5. Gxx(B), Gxy(B) dependencies (dots) and the fitting curves of the sample with thickness 34 
nm at 2 K. Inset; Temperature dependences of the fitting parameters of mobility µL (heavy holes) 

and µH (light holes). 
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The obtained dependencies of the longitudinal Rxx and transverse Rxy resistances of the 

nanoflakes are analyzed, considering the resistance as functions of relevant magneto-conductivity 
tensor components. In the case of an electric field is applied in the X direction and the magnetic 

field B in the Z-direction it is given by an expressions: 

    
   

   
     

          
   

   
     

          
   

   
     

           
   

   
     

   ,            (1)  

where Gij are the components of magneto-conductance. The Gij(B) dependencies were calculated 

from expression (1). Applying Drude model and using the fitting parameters µ f and pf, the right 
side of the expression (3) is fitted to the received Gij(B) dependences: 
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 .                         (3) 

The model of single-channel transport fits well with the Gij(B) dependencies in the case of 25 nm 

thick sample at 2 K and 300 K, as well as for the sample with thickness of 34 nm at 300 K. The 
fitting parameters µf and pf are in good agreement with the experimental values of µ and p of an 

order of magnitude. The parameters µ and p obtained from Gxy(B) dependence do not match with 

those obtained from Gxx(B). This is a common discrepancy for semiconductors and stems from the 
fact that the scattering mechanisms are not energy-independent. Thus, measured Hall mobility and 

the number of charge carriers will differ from the actual drift mobility and the number of charge 

carriers through the multiple scattering factor r = <τ2>/<τ>2, where τ is the average time between 
collisions of charge carriers [17]. Nonlinear Hall effect, observed in samples with thicknesses 34 

nm and 450 nm, indicates the presence of a multichannel transport. Here the two-channel transport 

model has been applied, where both channels have p-type charge carriers, but of different number 
and motility. The total conductivity is the sum G= G1 + G2: 

       
     

[        ]
 

     

[        ]
         

     
  

[        ]
 

     
  

[        ]
     (4) 

where µi and pi are the mobility and the number of charge carriers of the i-th channel. 

The comparison of the fitting parameters μi and pi (μ1 = 0.63 m2/Vs, p1 = 5.91025 m3, μ2 = 0.1 

m2/Vs, p2 = 0.81025 m3 at 2 K and μ1 = 0.26 m2/Vs, p1 = 0.241025 m3, μ2 = 0.065 m2/Vs, p2 = 

4.51025 m3 at 300 K) of 450 nm thick nanoflake revealed that the majority charge carriers at 2 K 
are carriers with high mobility while the majority of carriers at 300 K have low mobility. Perhaps 

this inversion between the numbers of the majority and minority carriers is the main reason for 

changing the shape of the Rxy(B) curves from concave to convex. The strong electron-phonon 
scattering at high temperatures causes a substantial decrease in the number of carriers of high 

mobility. As for the 25 nm thick sample the scattering here is so intense that it overwhelms the 

carriers with high mobility and leads to ordinary (linear) Hall effect. The sample with thickness 34 
nm is in an intermediate position. The scatterings are considerably stronger in it than in the 450 nm 

thick sample but it still contains a sizeable number of carriers with high mobility, resulting in 
nonlinear Rxy(B) at low temperatures. However, the Rxy(B) dependence is transformed into a linear 

at 300 K due to suppression of high mobility carriers. Figure 5 shows the Gxx(B), Gxy(B) 

dependencies and the fitting curves of the sample with thickness 34 nm at 2 K. Temperature 
dependence of fitting parameters of mobility of this nanoflake is shown in the Insert of Fig. 5 and 

demonstrates quite expected trend of increasing intensity of scatterings with temperature. We can 

conclude that non-linear behavior of Rxy(B) is not related to the surface states. Otherwise, the effect 
would be stronger in the sample with thickness of 25 nm. It can be assumed that even if the effect 

exists it is masked by the strong scattering processes. Most likely the observed nonlinear effect is 

attributed to the contribution of both valence band with light and heavy effective masses holes. The 
model does not account for the spin-dependent current (or spin-dependent scattering), which is not 

negligible in case of strong spin-orbit interaction. 
 

Conclusion 
Sb2Te3 nanoflakes of different thickness were grown by vapor phase deposition method. Hall 

resistance and magneto-resistance of the samples were measured in magnetic fields up to 9 T at 
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temperatures from 2 K to 300 K. The magneto-resistance and Hall resistance of the nanoflakes 

show a strong dependence on the thickness of the samples. Relatively thick samples show a 
nonlinear dependence of Hall resistance on magnetic field. The measurement data are analyzed 

within Drude model of multichannel transport. The Hall resistance behavior is attributed to the 

existence of two channels of charge transfer with high and low mobility. The two-channel transport 
is responsible for non-linear Hall effect in the Sb2Te3 nanoflakes. 
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Introduction 

Since the 60s to the present day, the semiconductor position-sensitive photodetectors are widely 

used in the control systems of movement, positioning, and definition of linear and angular 
coordinates [1–5]. Generally, position-sensitive photodetectors (PSD) are the semiconductor 

structure with one or more p–n junctions having several ohmic contacts on the sufficiently large 
photosensitive surface, the output signals from which are proportional to the position of the light 

spot relative to the center of structure. The principle of PSD operation is based on the lateral 

photoelectric effect, which was observed experimentally by Wellmark in 1957 [6]. If in the one 
region of p–n junction two distant electrodes symmetrically arranged and the voltage is measured 

between them, then during the local illumination of surface of such photodiode by the focused light 

beam shifted from the center, the magnitude and sign of arising photovoltage will vary with the 
change in the beam location. If the photocurrents flowing between these contacts and the common 

contact in the collector region are measured, the magnitude and the sign of the differences of these 

currents also gives an unambiguous information regarding the displacement of the light spot from 
the center of the structure. To maximize the value of the lateral photosensitivity it is necessary to 

provide complete separation by p–n junction of the electron–hole pairs generated by the light, and 

the high resistance of the junction layer on contacts of which the photovoltage is measured. From 
this point of view, the use of heterojunctions to generate the lateral photoelements is very 

interesting [7]. In heterojunction, the generation of electron–hole pairs by the light illumination 

with the photon energies lesser than the band gap of the material of the top layer takes place 
directly in the space charge region of p–n junction. At low density of the surface states and the 

small size or the absence of the band edges discontinuity in one of the energy bands, the almost 

complete separation of electron–hole pairs generated by the light takes place. 
This work presents the results of the study of X–Y sensitivity of locally illuminated 

photodetectors based on the heterojunction (p)InSb–(n)CdTe, which are operating in the mid-IR 

range of (0.8–5) μm. It is known that the semiconductor compounds, selected for the 
heterojunction in this case, have the close lattice parameters and coefficients of thermal expansion, 

and form an ideal heteropair, while the main bands discontinuity being in the valence band and 

does not interfere with the separation of photocarriers [8]. As in the case of nonuniformly 
illuminated p–n junction [9], the arising of photovoltage (at short-circuit and at photocurrent) not 

only caused by the local separation of nonequilibrium charge carriers but also due to the lateral 

spreading of the majority carriers out of the generation region followed by their reinjection through 
the contact barrier. Note that due to the large gap areas in the valence band of heterojunction 

considered by us, the electrons give the main contribution to the current through the heterojunction. 
 

Experiment 
To manufacture the (p)InSb–(n)CdTe heterostructure, we used the method of pulsed laser 

deposition [10], which enables the epitaxial growth of CdTe films on the InSb substrates at 

relatively low temperatures (T = 200–225°C). As a substrate, the polished, high resistance 
(p)InSb(100) plates were used with the thickness of 450 μm and the acceptor concentration NA = 

4.17 × 1014 cm–3. The pulsed laser deposition device consists of YAG:Nd3+ laser (wavelength 

1.064 μm, the pulse width of 30 ns, the energy per pulse of 0.35 J, the intensity of radiation on the 
CdTe target ~2 × 108 W/cm2) and the vacuum chamber with the residual pressure of 4 × 10–5 mm 
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of mercury (Figure 1). In both areas of heterostructure the ohmic contacts are formed by the 

thermal spraying of the metal indium (In) after the laser deposition of CdTe layer with the 
thickness of the order of 0.4 μm. This is the sufficiently high-resistance layer, since the donor 

concentration therein of no more than 1015 cm–3 [10]. From the side of (p)InSb, the layer of In 

covers the entire surface of the substrate, and from the side of (n)CdTe 4 contacts with the 
maximum diameter at most 0.4 mm are made on the illuminated surface.  

Fig. 1. Scheme of the installation of laser-pulsed deposition: 1–quartz lens, 2–filter, 3–beam 

separator, 4–calorimeter, 5–quartz window, 6–vacuum chamber, 7–substrate, 8–the substrate 

holder and heater, 9–target, 10–the target holder, 11–motor. 
 

Research results 
The two-dimensional PSD based on (p)InSb–(n)CdTe heterojunction, the scheme of which is 

shown in Fig. 2, is investigated. As a source of IR radiation, the iron plate heated to 300°C, and 
lacquered white with the emissivity ε ≈ 0.8 was used [11]. The unmodulated radiation has been 

focused by the converging lens of lithium fluoride (LiF) and the diaphragm in such a manner that 

the beam diameter does not exceed 0.3 mm. According to the Wien displacement law, the body 

which is heated to 300°C has the maximum spectral density at 5 µm, and the main part of it is in 

the mid-infrared region. Since the band gap of CdTe is 1.6 eV, the CdTe layer is the wide-range 

optical window for the radiation in the wavelength range from λ1 = 0.8 μm to λ2 = 5 μm, which is 
confirmed also by the measurements of the spectral distribution of photocurrent [10]. The 

difference of components of photocurrents flowing through the contacts A, B, C and D are the 

desired signals, and they were measured at different positions of the light beam by the 
picoamperemeter KEITHLEY 6845. 
 

  

 
 

 

 
 

 

 
 

 

 
 

 

Fig. 2. The scheme of two-dimensional PSD 
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Figure 3 shows the dependences of the photocurrents differences through the contacts arranged in 

the half-planes y > 0 and x > 0, as the functions of the displacements along the coordinate axes x 
and y. It is seen that the PSD is characterized by the linear coordinate dependence of the 

photoresponse at the displacement of the beam in sufficiently large area near the center of the 

surface of the PSD with the sign changing response. The value of coordinate sensitivity Γ showing 
the change of current at the unit change of coordinate of the light spot is about 30 nA/µm. 

Measuring the values of output currents li (i = A, B, C, D) for the given position of the light spot 

center (x0, y0), it is possible to determine x0, y0. Assuming that the lateral resistance of CdTe film 
between the illumination point and given contact Ri (i = A, B, C, D) linearly increases with the 

distance between them at small deviations of the beam from the center of structure (x0, y0 << L/2), 

the IA current, for example, can be represented in the following form:  
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Similar expressions are true for the other components of the photocurrent. Then it is easy to show 
that 
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Such linear dependence of photocurrent on coordinates when the light spot is moving in the central 
region of the structure with the dimensions approximately equal to 1x1 mm2 is really observed in 

the experiment (Fig. 3a, b).  

 
Fig. 3. Dependence of current on the coordinate at the scanning (a) along the x-axis at у = 0  

and (b) along they-axis at x = 0. 
 

Conclusion 
The results on the creation and study of two-coordinate IR photodetector based on the (р)InSb–

(n)CdTe heterojunction are presented. The heterostructure is obtained with the use of the relatively 

simple low-temperature technology of laser-pulsed deposition. It is shown that the PSD has the 
linear characteristic and enables to determine the coordinates of the beam position along the X and 

Y axes with the high spatial resolution. The photodetectors sensitive in the near and mid-infrared 

ranges (0.8–5.8 μm) have the parameters that are not in ferior to the traditional homo-junction 
photodetectors based on InSb [12], and they can be used to determine both linear and angular 

coordinates of the light beam, and for the tracking of moving objects. 
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Introduction 

Dielectric losses of energy in form of heat occur in real dielectric materials under an applied 
voltage by both DC and AC. When DC voltage is applied to the insulating material the periodic 

polarization does not exist, however, leakage currents arise, since the values of bulk and surface 

electrical conductivities of the insulating material are not equal to zero. Leakage currents cause 
heating of the insulating material. With AC voltages, currents of periodic polarization are added to 

the leakage currents, this increases thermal energy allocated in material and may cause different 

defects that lead to a deterioration of the insulating properties of the material. Therefore, in the 

manufacturing and exploitation process of electrical equipment, the quality of insulation material is 

tested in order to detect possible defects [1, 2]. 
 

Theory 

Real insulation material is a capacitor having capacitance 
XC and active resistance 

XR . 

Capacitance 
XC  characterizes property of material to store electrical energy 2 2XW C U  by 

applying external electric voltage U . The resistance 
XR  shows thermal energy  2

X
Q U R t   

allocated in the material by the leakage currents in the same conditions, for the time t . In electrical 

equivalent circuit of capacitor the parameters 
XR  and 

XC  may be connected in series or in parallel, 

wherein serial circuit is preferable for small losses, parallel - for large ones. However, only 
calculation formulas depend on substitution scheme but the result of power measurement of 

dielectric losses remains unchanged. [3]. For example, the following formula is used to calculate 

the power dissipation of the parallel equivalent circuit (Fig. 1). 

 2

a R C X

C

U
P U I U I tg U tg U C tg

X
             ,    (1) 

where 1C X
X C  ,   is dielectric loss angle and   is the angular frequency of the applied 

sinusoidal voltage U . 

 From (1) it is clear that the dielectric losses are particularly important for materials used in 
high-voltage installations, in high-frequency equipment and especially in high voltage - high 

frequency devices. High dielectric losses in the insulating material causes intense heating of the 

product manufactured from it and may lead to its failure. From (1) it also follows that it is 
impractical to produce the assessment of the insulating properties of the dielectric by value of 

power of dielectric loss, as 
aP  also depends on the applied voltage. Therefore, the insulating 

properties of the insulator were evaluated by a value of tg , which is equal to the ratio of active 

and reactive power, and can also be expressed in terms of parameters 
XR  and 

XC  (Fig. 1.). 

aR R

C C p

PI I U
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I I U P
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XI U
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I R U X R R C
   





. 

In contrast to the 
aP , the value tg is also independent from geometric dimensions of the 

dielectric, which is easily proved by applying the concept of the complex permittivity [4]. 

To measure tg , the sample of controlled dielectric (e.g., transformer oil) is placed in the 

space between the plates of a capacitive transducer (Fig. 2). In the diagram: 1 is the measuring 
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circuit; 2 the capacitive transducer CT; 3 the programmable generator of sinusoidal signals; 4 the 

electronic switch; 5 the programmable microcontroller (MC); 6 the digital reading device (DRD); 7 
the Interface Converter (UART-USB); 8 the computer.  

 In measuring circuit, in series with the CT, two model resistors are connected: base (
1R ) and 

an additional (
2R ). The resulting circuit in the form of a voltage divider is connected to a generator 

of sinusoidal signals. The measuring circuit has two output voltages relative to the total point, 

which are input to the MC: the common voltage Su of the voltage divider, taken from the general 

contact switch and voltage Xu  from clamps of CT. The output signal of measuring circuit is a 

phase shift angle between the voltage Su
 
and Xu . It should be noted that in most cases of 

measurement of tg  it is also necessary to have appropriate values of parameters 
XC  and 

XR , 

therefore when designing the meter  has been tasked to provide  separate measurements of these 

three parameters.  

 
Let us find the relationship between the parameters of the CT and the angle  . In the initial 

position a  of switch for value of  
1  of angle  we can write: 
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The result is: 
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In b  position of switch 
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where,   is the angular frequency of the generator, I is the current of measuring circuit. 

From (3) and (4) we have: 
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, from which we obtain: 
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We divide formula (4) into formula (3):    
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where the notation  2 1 1m tg tg   . Let us transform the formula (3) and (4) as follows:    

1

1 1

X

X X

R R
R ctg

R C


 


,   1 2

1 2 2

X

X X

R R R
R R ctg

R C

 
  


,     2

1 2 2 1 1

X X

R
R R ctg R ctg

R C
     


. 

Consequently, 

 1 2 2 1 1

2

1
tg R R ctg R ctg

R
         .                (7) 

The resulting formulas (5), (6), (7) allow us carry out separate measurement of the three 

parameters of the CT on alternating current. This requires only measuring the angle of the phase 

shift between the two output voltages of the two-pole measuring equipment. 
In the process of measuring, MC controls the position of the switch and measures the values of the 

1  and 
2  angles in the corresponding switch positions. With the measured values of these angles 

MC calculates parameters 
XC , 

XR , tg  according to the formulas (5), (6), (7), and outputs the 

measurement results on a digital display, as that seven-segment LEDs are used.  To improve the 
reliability of measurement results at every point the MC performs 10 measurements and displays 

on the display the average result of these measurements. If necessary, the digitized signals of 
1  

and 
2  can be sent from the MC through the interface converter (e.g., AVR309) to computer, 

where they can be processed and the measurement results are displayed on monitor. Since, in 

general, the results of measurements of the CT parameters also depend on the frequency of the 
supply current of measurement circuit, as the power supply of the measuring chain, the 

programmable generator of sinusoidal signals AD9833 is used. At each measurement MC sets the 

generator frequency, and uses this value in calculating of CT parameters, whereby the generator 
frequency changes do not affect the measurement. Generator voltage stability is not essential, as in 

(5), (6) and (7) the generator voltage does not appear. Thus, the accuracy of the CT parameters 

depends only on the accuracy of measurement of the angle   that is performed in this device by 

discrete calculation method, so the measurement accuracy is significantly higher than with 

methods using potentially - current signals. In the MC, the   angle is converted into a time 

interval  . The time intervals  and T are measured by digital accounts by filling them with 

pulses of 
0f  exemplary frequency of clock generator of MC with use of its integrated timer 

counter. Further, the angle   is calculated by the obvious formula 

       360o

T
  .                                                           (8) 

To measure the angle   in the MC, we consider two methods.  

1. Using the internal ADC of MC (Fig. 3, 4).  At the beginning, multiplexer transmits the voltage 

Su to the input of ADC, which converts it to a digital code. ADC writes value of digital code 

("Value 1") at the time 1t in output register. MC starts the internal timer and via the multiplexer 

transmits the voltage Xu to the input of ADC. Then the MC considers the value of the output 

register until the moment 2t when it receives on Xu the "Value 2" equal to "Value 1". At the 

moment 2t , the MC stores the timer value and again transmits the voltage  Su  to the ADC input. 

Then twice receiving value equal to "Value 1" (the moment 3t ), the MC again remembers the 

timer value and stops the timer. By the number of the pulses of clock timer n  for the time 
2 1t t  

and the value of the pulses N  during 
3 1t t , the angle   is calculated by formula 
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  360on N  ,      (9)   

obtained from (8) by substituting the values 
0n f  and 

0T N f , where 
0f  is clock frequency. 

                      

 
   Fig. 3    Fig. 4 

This method of measuring the angle   has a significant limitation: the period of the ADC should 

not be more than the minimum value of  . From condition 
min 1 Df where 

Df is the ADC 

sampling rate, from (9) we find the minimum value of the angle  , which can be measured by this 

method at the signal frequency f : 

  0

min 360Df f  .      (10) 

In device developed according to the scheme in Fig. 2, the measuring circuit is supplied by 

sinusoidal current with frequency 50f  kHz. Even if you use the MK LPC4370FET100 type [5], 

the ADC of which has a sufficiently high sampling frequency 80Df  MHz, from (10) we obtain 

for 
min the value 0

min 0,225 . In addition, for the nominal value of the measuring range 

045N    the sensitivity threshold of error will be  min 100 0,5%S N      which is 

unacceptable. Therefore, the use of this method is inexpedient.  

2. Using the internal comparators of MC (Fig. 5 and 6). To implement this method, we need MC 

with two internal comparators. Inverted inputs of comparators are grounded, and the direct inputs 

are connected to 
Su  and 

Xu , and thus forming a zero voltage comparators. As a result, each of 

the comparators can perform three types of interrupts: 

 "Transition 0-1" (Rising edge) - when the signal at the direct input passed through 0 up; 

 "Transition 1-0" (Falling edge) - when the signal at the direct input passed through 0 down; 

 "Transition 1-0 / 0-1" (Toggle) - when the signal at the direct input passed through 0 up or 
down. 

At the moment 1t , the MC receives an interrupt "Transition 0-1" from the first comparator and 

starts a timer. Then at the moment 2t , again the MC receives an interrupt "Transition 0-1" from 

the second comparator. At this moment, the MC saves the value of the timer. When for the second 

time (at the moment 3t ) the MC receives an interrupt "Transition 0-1" from the first comparator it 

again stores the value of the timer and stops the timer. By the obtained numbers of pulses n  and 

N , the angle   is calculated as in the first method. 

Let us estimate the   angle measurement error. It follows from (9), that the   angle 

measurement error is caused by the error in determining the number of pulses n  and N . This 

 



148 

 

error is the sum of the random error of discreteness, i.e. the possibility of loss in numbers n  and 

N with one count pulse. Absolute measurement error 

2
360on n

n N N
n N N N

   
         

   

 
 , 

 

        
 

and the relative error -  
n N

n N

  
  


 


. The worst case occurs when 1n  , 1N   : 

 
0 0 0

1 1 1 1 1 1 1

n N f Tf f T

 
       

 
 

 
. 

It obvious that the error of measurement of the angle   can be reduced by increasing the 

frequency 
0f  of the timer of MC. A technique for experimental investigation of the metrological 

characteristics of meter has been developed. In the circuit of Fig. 2 the measured parameters 
XR  

and 
XC  are modeled by a high-precision model store of resistance P4851 and a model store of 

capacities P544. Absolute measurement error is estimated as a difference between the output of the 

digital reading device 6 (Fig. 2) and the values of 
XR  and 

XC  on P4851 and P544. The results of 

the experiments show that the developed device can provide a separate measurement of the 

parameters 
XC , 

XR , tg  with a basic relative error of measurement not exceeding 0.2%.  
 

Conclusion 
The phase method for dielectric loss measurement makes it relatively easy to implement invariant 

parameters measuring of capacitance of the primary transducer without the use of potentially-

current signals. You need to measure only the angle of the phase shift between the two output 
voltages of measuring circuit. To convert the measured phase shift angle to a digital code, it is 

advisable to use the internal comparators of microcontroller instead of embedded ADC. This 

significantly reduces the error from the threshold sensitivity of the device, in addition ADC is more 
sensitive to noises and interferences.  

References 

1. D.M. Kazarnovsky, B.M. Tareev. Testing of electrical insulating materials and products. 
L.,Energia, 1980. (In Russian) 

2. B.M. Tareev. Physics of dielectric materials. M., Energoizdat, 1982. (In Russian) 

3. L.N. Tatyantshenko, V.I. Stashko. Insulation control by tangent of dielectric loss angle: 
Teaching-methodical manual. Barnaul, PH ASTU. I.I. Polzunova, 2014. (In Russian) 

4. K.S. Demirchyan, L.R. Neiman, N.V. Korovkin. Theoretical bases of electrical engineering: 

Textbook for high schools. Volume 2, St. Petersburg: Peter, 2009. (In Russian) 
5. NXP Semiconductors. LPC4370 Product data sheet / Rev. 2.3 /. - 2016. (In Russian) 

Fig. 5 Fig. 6 



149 

 

PHOTOELECTRIC PROPERTIES OF A-C/P-Si 

HETEROSTRUCTURE FABRICATED BY PULSED LASER 

DEPOSITION TECHNIQUE 
 

K.E. Avjyan
1
, L.A. Matevosyan

1
, G.A. Dabaghyan

2 

 
1Institute of Radiophysics & Electronics, NAS RA, E-mail:avjyan@gmail.com 

2National Polytechnic University of Armenia 
 

Introduction 

Different forms of carbon (diamond, graphite, fullerenes, nanotubes, DLC, etc.) has made carbon 

one of the most interesting elements in nature. The wide variety of structures and unique properties 
of carbon are due to its ability to form various types of hybridization. Over the past few years 

carbon based materials have become increasingly interesting for use in electronic applications. The 

range of its application varies from disposable electronics for consumer goods, to UV sensors, 
dosimeters and large area flat panel displays. 

Thin film amorphous carbon has many attractive features for electronic use: a band gap which can 

be varied from ~0.5 eV up to ~4.0 eV, potential to produce n, p and intrinsic material, and large 
area deposition at room temperature. Each one of these potential applications depends upon the 

production of high quality, reproducible and well characterized material. Their main application 

has been in their use as cold cathode field emitters [1]. However, attempts have also been made to 
produce metal semiconductor metal structures [2], diodes [3] and thin film transistors [4], with 

varying degrees of success. The utilization of carbon thin films in solar cells has also been 

attempted [5, 6]. The use of the various diamond-like or/and amorphous carbon (a-C) in electronic 
devices is limited by their high defect state density and charge low mobility. The paper [7] shows 

the possibility of using a-C/p-Si heterostructure (HS) as a radiation detector. However, it should be 

noted that the properties of such detectors are explained by silicon. a-C films only for the internal 
barrier of HS. 

This paper presents the results of photoelectric properties of carbon on silicon structure 

fabricated by pulsed laser deposition (PLD) technique. In advance, we will say that a uniform 
photo response is obtained in a wide range of waves (550-1100 nm), which can have an excellent 

practical value for visible range photo electronics. Nowadays, PLD being the part of laser 

technologies and a kind of flexible, universal vacuum deposition, recognized as a simple and 
versatile method for deposition of thin films and structures based on them [8-10]. This method 

based on the using of physical phenomena occurring under the influence of laser radiation on solid 

targets, which reduced to ablation of a substance from the irradiation zone. The method holds of 
unique characteristics: 

1. Possibility of evaporation practically all the materials including as well high-melting. 

2. Short times of deposition (~10-6 sec.), which is equivalent to improve the “effective vacuum” on 
a several orders. 

Practically all materials needed for functional electronics are obtained by this technology. PLD is 
indispensable for synthesis of a number of complex composite materials with extraordinary 

properties. Nevertheless, the wide application of PLD method in production of electronic 

components is limited due to the difficulty of obtaining films with required qualities on relatively 
large areas. PLD there is still an alternative technology as yet. 
 

Experiment 

Carbon films were obtained by the PLD method on factory quality polished pSi (~104 ohm cm, 
thickness - 500 μm) substrates at room temperature from carbon target. The deposition unit 

consists of a Q-switched YAG: Nd3+ laser (1.064 μm wavelength, 30 ns pulse duration, laser 

energy - 0.35 J per pulse, repetition rate - 1 Hz) and a vacuum chamber with residual gas pressure 
2·10-5 mm Hg (fig. 1). Laser intensity on a target was 6·108 W/cm2. Silicon wafers were degreased 
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in pure acetone, washed in redistilled water and dried in air jet. Before the deposition of carbon 

films short-time (20-30 min) annealing of silicon substrates were made under vacuum of 2·10-5 mm 
Hg at 100°C. The thickness of deposited layer from a single laser pulse was determined by 

dividing measured by optical interference method of a thick layer on a number of laser pulses (0.5 

nm per pulse). Low-resistance contact to the carbon film is made by PLD of silver (Ag) with 
subsequent metallization of indium (In) by physical vapor deposition (PVD). Low-resistance 

contact to the p- type Si substrate is made by PLD of In with subsequent PVD metallization of In. 

Carbon on silicon structure with contact pads is shown schematically in fig. 2. The carbon film 
crystal structure was investigated by reflection high-energy electron diffraction method 

(accelerating voltage 75 kV). Dark volt ampere (I-U) characteristic of fabricated structure (carbon 

film thickness - 100 nm) was investigated by means of sub-femtoamp source meter KEITHLEY-
6430. Photo response of fabricated structure was investigated on monochromator MDR-12 (0.2 - 2 

μm). 

 
 

Fig. 1. PLD system. 

1-Quartz lens, 2- filter, 3- beam splitter, 4- calorimeter, 5- quartz  window, 6- vacuum chamber, 
7- substrate, 8- sSubstrate holder and heater, 9- target, 10- target holder, 11- motor 

 

 

 

 

 

 

 

 
Fig. 2. Carbon on silicon structure. 

 

Results 
Electron diffraction studies (Fig. 2) shows that deposited on silicon substrate carbon films has an 

amorphous structure (a-C), and so our structure is a-C/p-Si HS.  

Figure 3 shows dark I-U curve of a-C/pSi HS. We have a rectifying junction with rectifying 
coefficient k (ratio of forward current to reverse) of 2.7·103 at 0.6 V. Higher than 0.5 V direct 

current (+ on pSi) is characterized by linear dependence of I = (U – UIcut off)/Rd, with current cut-

off voltage UIcut off = 0.46 V and residual differential resistance Rd = 300 ohm. The numerical value 
of UIcut off equals to the n- and p-areas total contact potential (Anderson model). I-U characteristic 

of junction at direct biases 0.01 V < U < 0.45 V satisfactory fits with the expression 

I=I0exp(eU/nkT) (I0 – saturation current, n – non-ideality coefficient). 
Figure 4(b) shows the photo response (relative units) of a-C/p-Si HS. For comparison, the 

photo response of Sb/p-Si barrier structure fabricated by PLD in the framework of presented article 

pSi 

a-C 

PVD  In 

PVD  In 

PLD  Ag 

    PLD In 
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also is given (Fig. 4(a)). It can be seen that a-C/p-Si structure at the level of 0.8 has a uniform 

photo response in the spectral range 550-1100 nm, and the tail reaches up to 400 nm (level 0.1). 
The spectral characteristic of Sb/p-Si structure looks like a conventional silicon photodiode. The 

physics and corresponding interpretation of such a photo response of a-C/p-Si HS are not known to 

us at this moment. There is an assumption that the a-C film has a semiconductor property with 
electronic conductivity and the structure a-C/p-Si behaves itself as an ordinary p-n junction. 
 

 

 
 

 

 
 

 
 

 

 
 

Fig. 3. Electron diffraction pattern from carbon film. 

 

 
Fig. 4. Dark I-U characteristic of a-C/pSi HS. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5. Photo response of Sb/p-Si structure (a) and a-C/p-Si HS. 
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Conclusions 

The results of photoelectric properties of a-C/p-Si HS fabricated by PLD of carbon on a silicon 

substrate are presented in this paper. Uniform photo response is obtained in a wide range of waves 
(550-1100 nm). The tail of this photo response reaches up to 400 nm (level 0.1). Such photoelectric 

properties of a-C/p-Si HS can have an excellent practical value for visible range photo electronics.  
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1. Introduction 

Armenia has a significant advantage in terms of solar energy: the country is situated in the 

proximity of subtropical zone; most territory of the country has favorable climatic conditions that 
make wide use of solar energy possible. There are on average more than 2500 sunny hours per year 

and the average annual amount of solar energy flow per square meter of horizontal surface is about 
1720 kWh (the average European 1000 kWh). One fourth of the country’s territory is endowed 

with solar energy resources of 1850 kWh/m2. Up to now in Armenia different photovoltaic (PV) 

demonstrating stations have been installed with small capacities. 
At the end of 2016 the Government of the Republic of Armenia approved the investment project 

for the construction of photovoltaic solar stations, the total investment cost of which is estimated 

about $129 million. Within the project, it is planned to build utility-scale PV stations with a 
capacity of up to 110 MW in various regions of Armenia [1]. Currently construction 55 MWh PV 

station near the village of Masrik in Gegharkunik marz is launched.  

Power generation from PV stations is variable in nature due to changes in solar irradiance, 
temperature and other factors. In the operation of such stations especially with large size (kilowatt 

or megawatt scales), the station performance should be carefully monitored and a proper decision 

must be taken in time. For better output and performance of PV stations they should be monitored 
properly. Remote monitoring is an online technique that is used to transmit real time data from the 

station to database unit. The role of monitoring system is to discover drawbacks and inform the 

operator by the type and location of the failure to take decision or act a fault tolerant system if the 
monitored hardware is supported. Till now many techniques of remote monitoring for PV stations 

are developed [2-6]. These techniques involve monitoring using ZigBee network, Wi-Fi, GSM and 

Ethernet cable network. Remote monitoring based on ZigBee technology is proven inefficient in 
large scale because it can’t face up huge distance. Moreover, ZigBee network demands high cost 

and complexity. Wi-Fi is offer high data rate, but this solution is suitable for microgrid local 

network architecture. Ethernet uses network cable to transmit data. Hence, it is affected by 
geographical environment. GSM network provides a monitoring system that is wide signal 

coverage, has low error rate, highly reliable data delivery, no geographical constraints and less 

complexity. Due to the availability of SMS the cost for data transmission becomes very low. 
This paper describes the hardware and software design for PV remote monitoring system using 

GSM. The given system was implemented and experimentally tested on PV station in Barva 

Innovation Center. 
 

2. System Architecture 

The overall architecture of the PV remote monitoring system is shown in Fig. 1. 

 
Fig. 1. Architecture of the PV remote monitoring system  

 

The parameters that are required for monitoring a PV station properly are voltage, current, solar 

irradiance, temperature and humidity. All the data collected from different sensors is sent to the 

mailto:adav3@mail.ru
mailto:armayvaz@mail.ru
mailto:a.vardanyan@barva.am
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data logging unit (DLU). The heart of the DLU is microcontroller, through which data is converted 

from the analog to digital form in the processing. 
We have selected GSM network for the PV remote monitoring system. The SMS service was 

favored, because it is remarkably simple and cheap. SMS can contain 160 alphanumeric characters. 

These characters can be coded for security reasons or they can be directly utilized as data as per the 
requirements. One major advantage of SMS is that it is supported by 100% GSM mobile phones. 

Generally the message delivery takes 0,5÷2 s depending on the momentary traffic on the network 

[7]. 
The information from the sensors goes to the DLU where it is processed and it is passed by an RS 

232 or USB interface to the GSM Modem I (SIM card), and later sent to a connected remote PC or 

Mobile Phone by GSM Modem II after a specific interval of time. Received data are monitored by 
the software and are displayed on PC monitor or mobile phone screen.  
 

3. Hardware Design 
GSM Modem. 

F2003 modem is a kind of cellular terminal device that provides SMS function by public GSM 

network. It adopts high-powered industrial 16/32 bits CPU and embedded real time operating 
system. It supports RS232 and RS485 (or RS422) port that can conveniently and transparently 

connect one device to a cellular network. Mode for usage of GSM modem in this research will be 

text mode. 
Sensors. 

The choice of sensors depends on interfacing it with microcontroller, the design should simplify 

the I²C (Inter-Integrated Circuit) modification of the role of a node by simple adding or modifying 
or suppressing a sensor. A better solution for that would be to use digital sensors with 

I²C communication port [8]. In the light of the above -mentioned we selected the following 

sensors: 

 SFH 5712 solar irradiance sensor detects ambient brightness in the same way as the 

human eye and offers high speed rates of up to 3.4 MHz. With 150 μA during operation and only 

1.5 μA in stand-by mode, the sensor consumes extremely little power. 

 SHT21 humidity and temperature sensor utilizes a capacitive sensor element to measure 

humidity, while the temperature is measured by a band gap sensor. Relative humidity operating 
range: 0-100% RH (resolution of 0.03%), and temperature operating range: -40 to +125°C 

(resolution of 0.01°C).  

 LV 25-P voltage and LA 25-NP multi-range current transducers provide easy to use 
precision voltage/current measurements. 

Microcontroller. 
AVR Atmega microcontroller is featured by: 

 Thirty two 8-bit general purpose registers. 

 64k bytes of in-system programmable flash memory, 512 bytes of EEPROM and 1 

bytes of internal SRAM. 

 10 bit in-built and six channel analog to digital converter (ADC). 

 On chip analog comparator. 

A hardware assembly for DLU is shown in Fig. 2. 
 

4. Software Design  

In software design we have used the C programming language to program the microcontroller. The 
microcontroller is then interfaced with the GSM module. AT commands are instructions used to 

control a modem [9]. Few GSM AT commands that are used for specific operations are: AT = 

Initialize Modem; AT+CMGF=1 = Set Modem in Text Mode; AT+CNMI = New Message 
Indicator; AT+ECHO = Turns Echo On/Off; AT+CMGS = Send Message; AT+CMGR = Read 

Message; AT+CMGD = Delete Message These are the few commands for F2003 GSM IP modem 

which will do our task.  



155 

 

The microcontroller algorithm was shown in Fig. 3. 

 

 

  

The first stage is initialization of microcontroller. Next, AT command were used to switch off echo 
function in GSM modem to easily identify feedback from modem. AT+CMGF=1 command is sent 

to enable GSM modem I to operates in text mode. Then, interrupts is enabled if any text received. 

After that, microcontroller will wait for command from GSM modem II which will be sent from 
PC. If GSM modem I received text message, microcontroller will start logging data. If not, 

microcontroller will continue waiting until it receives command. Microcontroller will log data and 

send SMS to GSM modem II. Then, it will check for any unread messages. If it receives stop 
logging command from GSM modem II, it will exit the system and keep in standby mode. If not it 

will continue monitoring until it receives stop command. 
 

 
Fig. 2. Hardware assembly for DLU 

 
Fig. 3. Microcontroller algorithm 
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5. Testing 

Developed remote monitoring system has been tested on demonstration PV station with an 
installed capacity of 5.0 kWh in Barva Innovation Center (Talin, Aragatsotn marz). As an 

illustration Fig. 4 shows daily (March 02, 2017) variations of output power P of PV station, solar 

irradiation I and ambience temperature T, which are displayed based on provided monitoring using 
GSM.  

 
Fig. 4. Daily variations of output power, solar irradiation and ambience temperature 

 

The results of the testing depicts that the monitoring system operates well under the severe 

conditions without any data loss and transmission delay. 
 

6. Conclusions 

Remote monitoring system using GSM has been designed, emulated, implemented, and 
experimentally tested. This system ease user in monitoring PV station placed at remote area. GSM 

is preferred over other techniques due to its highly reliable data transmission and its cost. The 

monitoring system is working properly in all conditions. It can be efficiently used in the new 
utility-scale PV stations in Armenia. 
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1. Introduction 
Black silicon (b-Si) or silicon grass is a needle-shaped surface structure where needles are made of 

single-crystal silicon and have a height 0.3-10 µm and diameter 0.05-1.0 µm [1]. These surfaces 

can be fabricated by reactive ion etching (RIE) in a self-masked procedure. For instance, sulfur 
hexafluoride (SF6) and O2 plasmas have been used for texturing Si wafers. It is known that fluorine 

radicals easily etch silicon, and moreover the addition of oxygen to fluorine enhance the texturing 
process. On SF6/O2 plasmas two opposite effects take place: an etching process due to fluorine 

radicals which are very efficient for etch silicon, and a re-deposition process due to residual SiOxFy 

film, which produce a masking effect. Those micro-masks enhance the texturing process of the Si 
surface. The unusual optical characteristics, combined with the semiconducting properties of 

silicon make b-Si interesting for solar cells applications as antireflection layers [1-3]. Although an 

especially low surface reflection ratio has been achieved by nanostructured b-Si, the final energy-
conversion efficiency of solar cells was not satisfied at present.  

The b-Si solar cells suffer from increased surface recombination rates due to the larger surface area 

resulting in poor spectral response especially at short wavelengths [4-6]. This effect is often more 
detrimental for the final device operation than the gain from the reduced reflectance. In addition, b-

Si suffers from aging phenomena; the huge internal surface of the needles tends to be progressively 

oxidized or contaminated by impurities when in contact with air. The low stability of structural and 
optical properties over time is crucial for b-Si solar cells. 

For surface passivation and stabilization of conventional Si solar cells both plasma enhanced 

chemical vapour deposition (PECVD), liquid phase deposition (LPD) or thermal silicon dioxide 
(SiO2), silicon nitride (SiN), zinc oxide (ZnO), amorphous silicon (a-Si) and aluminum oxide 

(Al2O3) have been used with varying results [7, 8]. Among these materials, SiO2 is one of the 

obvious candidates to realize the above purpose due to low density of interface states and dangling 
bonds. Considering the fact that the gaps among the needles on b-Si is difficult to be covered with 

low-temperature LPD or PECVD methods, thermal oxidation was proposed to be an effective 

passivation method to solve this difficulty because oxygen can reach the surface of the b-Si 
anywhere during the process of thermal oxidation [9]. However, thermal oxidation passivation has 

to be carried out at high temperature. The high temperature will destroy the original structure of the 

b-Si (the long thin needles are not very strong and can be wiped off easily) and accordingly 
degrade the performance of solar cells.  

In this paper we report that the usage of the b-Si surfaces with the thermal SiO2 passivation films 

can be one of the methods to increase the efficiency and protection of the solar cells 
simultaneously. 
 

2. Solar Cells Fabrication 

The following process steps for fabrication of b-Si solar cells were performed: (i) pre-cleaning and 
removal; (ii) formation of p-n junction; (iii) formation of b-Si layer; (iv) surface passivation; (v) 

formation of metal back contact; (vi) formation of metal front contact (Fig.1). There is no 

additional antireflection coating on either type of nanostructured solar cell under study. 
i. Pre-cleaning and removal. The 10x10cm2 Si wafer is double-sided polished boron-doped P-

type Si (100) FZ with resistivity of ~ 2.8 Ω-cm and thickness of ~ 300 μm. Si wafers were first 

chemically cleaned and acid-etched to remove the saw damage and randomly textured in an 
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HF:HNO3:H2O=2.5:1:2.5 etching solution. The process is completed by washing in deionized 

water and drying in N2. 
ii. Formation of p-n junction. N-type emitters were formed by phosphorus diffusion at 890°C 

for about 80 min. Edge isolation was done in plasma equipment and phosphosilicate silicon 

glass was removed in diluted HF solution. The emitter sheet resistance is around 75 Ω ◻ with 
junction depths of ~ 0.85 μm. 

 

 
Fig. 1. Process steps for production of b-Si solar cells 

 

iii. Formation of b-Si layer. The b-Si layers on the front surfaces of Si wafers were fabricated by 

RIE method in a gas mixture of SF6 and O2 by multi-cathode RIE equipment (home-making). 
The process pressure was 55 mTorr and gas flow rates were 75 cm3/min and 40 cm3/min for 

SF6 and O2, respectively. Samples were placed on the water-cooled (23°C) bottom electrode 

that was powered by a 13.56 MHz RF generator. The etch durations were kept constant at 10 
min.  

iv. Surface passivation. Thermal oxidation of the b-Si was processed in a quartz furnace tube at 

800°C for 20 min under atmospheric pressure. The passivation oxide was removed from the 
back surface of all samples by HF etching. 

v. Formation of metal back contact. The contact for back surface were covered by a 40 nm 

thick Al layer using vacuum evaporation and then were annealed at 550°C for 15 min. The 
purpose of this treatment is to reduce the contact resistance and recombination by Al/Si 

alloying and p+-type doping of the rear-contact region.  

vi. Formation of metal front contact. An array of slits – 70 μm wide, parallel to one side of the 
cell and separated by 2 mm pitch – was opened in the passivation SiO2 film on the front 

surfaces of all samples by photolithographic patterning and HF etching. The slits were covered 

by a 40 nm thick Ti layer using vacuum evaporation and lift-off of photoresist. 

We made several b-Si solar cells of neighbor wafers processed with- and without passivation 

thermal SiO2 films allowing for a direct comparison of the performance parameters. 
 

3. Solar Cells Characterization 

Samples of solar cells were investigated immediately after their fabrication, as well as after 

expiration for 30 days. 
For the investigation of the b-Si structure, scanning electron microscopy imaging (SEM) was 

applied with a SEMXL 40 Philips. Fig. 2 shows SEM image of a Si2O - b-Si sample in cross 

section. By the RIE process, a needle-shaped surface is created. The typical height of needles was 
around 650 nm and diameter around 150 nm. The thermal SiO2 film follows the surface geometry 

and covers completely the b-Si surface. The thermal SiO2 film thickness was 25-30 nm. 
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The reflectance was measured using a Spectrophotometer T70 UV-VIS with an integrating sphere. 

The incident direction was close to the surface normal. 
 

 
Fig. 2. SEM image of a Si2O - b-Si sample in cross section  

 

Fig. 3 shows the reflectance of conventional (polished surface) and bi-Si samples with- and 
without passivation SiO2 films. The results of the spectroscopic studies confirmed that the b-Si and 

b-Si - SiO2 surfaces have low reflectance (2-8 %) in the visible region of the spectrum compared 

with the conventional samples (40-50 %). Both b-Si samples have similarly low reflectance, 
indicating that the thermal oxidation does not interfere with the antireflection of the b-Si surface. 

Solar spectrum-weighted average reflectance from 450-1000 nm wavelength is 5% and 4% for b-Si 

- SiO2 and b-Si surfaces, respectively. Minor difference in the reflectivity spectrum is likely the 
result of slight variation of b-Si etching during high temperature oxidation. The repeated 

spectroscopic analysis of the b-Si - SiO2 samples showed the stability of the optical properties after 

their expiration for 30 days. 
 

 
Fig. 3. Reflectance spectra of the samples. 1 - conventional; 2 -  b-Si - SiO2; 3 - b-Si 

 

The IV-characteristics of the solar cells was investigated under air mass 1.5 (AM 1.5, 1000 W.m-2) 

illumination with a solar simulator. Table shows the performance parameters (such as open circuit 

voltage -    , short-circuit current -    , fill factor -   , and conversion efficiency -  ) of b-Si solar 

cells with- and without passivation SiO2 film. 
As shown in Table, the efficiency of b-Si solar cell samples with passivation SiO2 can be 

insignificantly improved. The passivation mechanism can be given as follows: the SiO2 film does 

not only have low surface state density at Si-SiO2 interfaces but also reduces the surface doping 
concentration via thermal oxidation processing leading to the lower Auger recombination. It also 

provides very good chemical passivation, reducing silicon interfacial defects to 109 to 1010 eV-1.cm-
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2 and contains a small amount of positive fixed charge with a density of 1010 to 1011 cm-2, affording 

a weak field passivation effect [3]. It was found that the performance parameters of b-Si solar cells 
protected by the thermal SiO2 film in comparison with b-Si solar cells without SiO2 film did not 

change during 30 days.  
 

The performance parameters of solar cells 
 

Solar Cells 

After fabrication After expiration for 30 days 

   ,  
mV 

   ,  
mA/cm2     , % 

   ,  
mV 

   ,  
mA/cm2     , % 

with SiO2  

film 
628 37.0 0.770 17.9 628 36.8 0.767 17.7 

without  
SiO2 film 

627 36.4 0.772 17.6 627 35.2 0.764 16.9 

 

4. Conclusions 

Thus, the combination of b-Si and thermal SiO2 demonstrates promising results. The thermal 
oxidation: i) retains low reflectivity of the b-Si surface; ii) does not degrade performance 

parameters; iii) provides better surface-passivation quality and iv) has a protective function and 

stabilizes the properties of the b-Si surface at the time. Further optimization of the key processing 
steps - such as b-Si formation and thermal oxidation - could promise extremely high-efficiency b-

Si solar cells. It is also problematic to form good metal contacts on nanostructured surfaces. In b-Si 

that contains deep pores, metal cannot completely bridge the gaps between nanostructures, 
resulting in poor contact.  
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1. Introduction 

Solar power is a growing renewable technology that provides promising solutions to the world's 

energy. Engineers and scientists worldwide are collaborating to lower the material costs of solar 
cells, increase their production efficiency, and viably introduce technologies to the mainstream 

market [1]. 
Since defects in solar cells critically reduce their conversion efficiency and usable lifetime, the 

determination of defects of solar cells is very important in the stage of manufacturing as well as 

during exploitation process. 
Typically, failures of Photovoltaic (PV) modules are divided into the following three categories: 

Infant-failures, midlife-failures, and wear-out-failures. Figure 1 shows examples for these three 

types of failures for PV modules. Besides these module failures many PV modules show light-
induced power degradation (LID) right after installation. The LID is a failure type which occurs 

anyhow and the rated power printed on the PV module is usually adjusted by the expected 

standardized saturated power loss due to this failure [2].  

 
Fig. 1: Three typical failure scenarios for wafer-based crystalline photovoltaic modules are shown. 

Definition of the used abbreviations: LID – light-induced degradation, PID – potential induced 

degradation, EVA – ethylene vinyl acetate, j-box – junction box. 
 

Some fatal defects, such as small cracks lying within the wafer surface and subtle finger 

interruptions, may not be visually observed in the image captured by a typical CCD camera. To 

highlight the intrinsic and extrinsic deficiencies that degrade the conversion efficiency of a solar 
cell, the electroluminescence (EL) imaging technique has been proposed in recent years. In the EL 

imaging system, the solar cell is excited with voltage, and then a cooled Si-CCD camera or a more 

advanced InGaAs camera is used to capture the infrared light emitting from the excited solar cell. 
The defect areas are inactive, resulting in dark regions that are visually observable in the sensed EL 

image. The EL imaging system not only shows the extrinsic defects as dark objects but also 

presents the dislocation and grain boundaries with dark gray levels in the sensed image [3].  
In this paper different image processing approaches to find solar cell defects by using infrared 

images captured by electroluminescence method are suggested. The methodology is also 

considered the final application in use and the algorithms are chosen based on the working speed 
on the embedded hardware for the real-time test solution. 

2. The approach and algorithm  

mailto:anna.l.hovhannisyan@gmail.com
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There are different methods of solar cell investigation and defect detection. In this paper the 

electroluminescence method is used which is a contactless, precise and cheaper method of 
investigation. Measurements had been done by the system presented in Figure 2. At the end of 

acquisition phase from the infrared camera, infrared images are captured which should be pass the 

digital image processing. 

 
Fig. 2. The hardware architecture of the proposed measurement system 

 

For this research, initially we have a color (infrared) image, acquired from IR camera. It contains 

thermal information about the surface in camera field of view. Hot parts are colored by red color, 

warmer parts with yellow, cool parts with green and cold parts with blue color. So, the treated parts 
are those, which colored red. It means, that the color detection could be implemented directly, but 

color operators are time consuming, and if it is not only a research, but should be used in real 

production line, then we should think about algorithm complexity and speed as well. 
In this paper two approaches of digital image processing algorithms are proposed. The first 

algorithm is used for the defect localization and the second one is for defect’s contour analysis.  

The algorithm used for the defect detection of solar cells is presented below:  

 Capturing Original Image 

 Color Plane Extraction  
Extracts the three-color planes (RGB, HSV, or HSL) from an image. In the proposed case the 

treated (defected) part of image is colored by red, so the R plane from RGB is taken for 

processing. 

 Filter (Median filter is used) 

The median filter is a lowpass filter. It assigns to each pixel the median value of its 
neighborhood, effectively removing isolated pixels and reducing detail.  

 For each pixel P(i, j) in an image where i and j represent the coordinates of the pixel, 

the convolution kernel is centered on P(i, j). Common cases for median filter are 3x3, 5x5, 
7x7 windows. 

P(i, j) = median value of the series [P(n, m)] 

 Thresholding 

Thresholding segments an image into a particle region—which contains the objects under 

inspection—and a background region based on the pixel intensities within the image. The 
resulting image is a binary image. 

 Particle Analysis 
Particle analysis consists of a series of processing operations and analysis functions that 

produce information about particles in an image. Using particle analysis, we can detect and 

analyze any 2D shape in an image. A typical particle analysis process scans through an entire 
image, detects all the particles in the image, and builds a detailed report on each particle. We 

can use multiple parameters such as perimeter, angle, area, and center of mass to identify and 
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classify these particles. Using multiple parameters can be faster and more effective than 

pattern matching in many applications [3, 4]. 
 

After the defect localization, the defect’s contour analysis is done. The algorithm used for that is 

presented below:  

 Capturing Original Image 

 Color Plane Extraction (R plane from RGB is taken for processing) 

 Lookup Table  

Logarithmic Power 1/Y Square Root is used to increases the brightness and contrast in dark 
regions. 

 Contour Analysis  
Contour analysis involves three steps. First, curves are extracted from the image. Next, the 

curves are connected based on the connection parameters. Finally, the step selects a single 

connected curve to represent the contour. 

 Clamp  

Finds edges along a rectangular region of interest (ROI) that is drawn in the image and 
measures the distance between the first and last edges found. The edges are located along 

multiple parallel search lines drawn within a rectangular ROI. Edges are determined based on 

their contrast and slope. 

 Defect’s Contour Definition and classification 
 

3. The experimental results 
In the figures 3 – 8 step by step results of the algorithm for the defect localization are presented. 

In the figures 14, 15 the estimated time needed both for the first particle analysis and second, 

contour analysis are presented. So, the whole image processing for the solar cell wafer defect 
detection can be done in 33.58ms which is faster than the existing approaches. This gives an 

opportunity to test up to 30 DUTs per second in real-time. 
 

4. Conclusion 
The methodology presented in this paper allows defining and detecting solar cell defects using IR 

images. The proposed approach is precise as it uses two algorithms. The algorithms have been 

tested on a real embedded hardware where the resources are limited than on the usual personal 
computer. 
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Fig. 3. Original Infrared Image 

 

 
Fig. 4. Color Plane Extraction result (red plane is taken) 

 

 
Fig. 5. Result after filtering (median filter is implemented) 
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Fig. 6. Threshold (manual or automatic) 

 

 
Fig.7. Particle analysis (finds separate particles in binary image) 

 
Fig. 8. Particle analysis Results  
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Fig. 9. Capturing Original Image 

 
Fig. 10. Color Plane Extraction Result (red plane is taken) 

 
Fig. 11. Lookup Table Result 
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Fig. 12. Contour Analysis 

 
Fig. 13. Clamp Result 

 

          Fig. 14. An estimated time required for solar cell defect detection by particle analysis 
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Introduction 

The discovery of graphene has opened a new and very promising area of new physics and potential 
applications [1, 2]. Graphene, a monolayer of carbon atoms arranged in a honeycomb structure, is a 

unique material with outstanding properties: high optical transmittance, exceptional electronic 

transport, outstanding mechanical strength, and chemical stability. The striking electrical [3], 
mechanical [4, 5] and chemical [6, 7] properties of graphene make it suitable for use in flexible and 

transparent optoelectronics [8-10], biological sensors, energy storage conversion devices and etc.  

However, efforts to make transparent conducting films from graphene have been hampered by the 

lack of efficient methods for synthesis, transfer and doping of graphene at the scale and quality 

required for applications. Theoretical studies of graphene have begun long before obtaining the real 

samples. In the 30-40's on the past century the calculations showed that a free two-dimensional 
film should be thermodynamically unstable. For this reason monolayer structures were obtained 

only on the surface of bulk materials. The first steps for making single carbon layers were made in 

the 60-70's., using colloidal solutions of graphite oxide [11] and using methods of chemical vapor 
deposition of hydrocarbons on metal substrates [12] or on their carbides [13]. Another method 

showed that the high-temperature treatment of silicon carbide with silicon evaporation leads to the 

epitaxial growth of a single-layer carbon film [14, 15]. However, in all the works listed above, the 
films with the thickness of no less than 20-30 layers were obtained, which in their essence were not 

graphene. 

A new stage of graphene development began with obtaining of single-layer and two-layer samples 
in 2004 [16], when the scientists, by multiple using of an adhesive tape, separated a monolayer of 

graphene from the bulk graphite and transferred it to the silicon substrate with oxide of 300 nm 

thickness. After demonstration of the unique electronic properties of graphene in these works, a 
rapid development of research of this material and the development of new methods for its 

production began. 

Methods for obtaining graphene 

The method of obtaining graphene is divided into several categories: detached graphene [16, 17, 

18]; chemical graphene [19-21]; epitaxial graphene on metals [22-27] or on SiC [28-30]; chemical 

vapor deposition (CVD) graphene on nickel [31, 32] or on copper [33-36]. In order to obtain 
detached graphene from a plate of bulk well-oriented pyrolytic graphite by means of an adhesive 

tape multiple using, it is possible to separate the film into a single monolayer, which can be 

transferred to another substrate. The undisputed advantage of this method today is the obtaining of 
a graphene monolayer of the highest quality. Such samples are ideal for conducting experiments 

for electronic properties study, measurement of its conductivity or creation of prototypes based on 

graphene. The only and very significant drawback of this method is its inability to use it on 

production scale. Chemically graphene is obtained either by restoration of graphite oxide or by 

liquid-phase stratification of graphite. In the first case, a highly disordered material is obtained, 

which is far from its pure graphene properties. Liquid phase stratification of graphite, prolonged 
ultrasonic treatment and fine graphite centrifugation in the presence of a surface-active substance 

leads to the suspension formation containing not only single-layer graphene flakes, but also curved 

sheets and two-layer or multilayer graphene samples. When graphene is grown epitaxially on the 
metal surface (ruthenium, iridium, platinum, palladium, nickel, etc.) at a temperature exceeding 

1000 °C, the metal saturates as a result of the chemical deposition of carbon from the gas phase. 

Further, in high or ultrahigh vacuum, when the substrate temperature decreases, the solubility of 
carbon in metal significantly decreases, and due to the thermal compression of crystal grating, 
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carbon appears on the surface, forming graphene domains of large area. The given method allows 

forming extremely thin and large-scale samples containing one or two layers, and having 
dimensions of highly oriented clusters up to 200 μm. On the other hand, graphene formed on the 

surface of the metal substrate cannot be transferred to any other substrate without damaging the 

metal. The fourth method is chemical vapor deposition (CVD). At 900 °C, a graphite film with 
thickness of ~400 Ǻ is formed on metal substrate, the formation mechanism of which is quite 

simple. In a mixture of carbon-containing gas, hydrogen and argon at various pressures, gas 

decomposition takes place during heating. Further, with increase in temperature starting from 650 
°C, the carbon atoms are deposited on a nickel substrate and at temperatures above 800 °C they 

begin to diffuse into the volume of nickel. The heating stops at temperatures 950-1000 °C and then, 

when the sample is cooled to room temperature, the crystal grating of the metal (due to thermal 
compression) squeezes out carbon atoms to the surface where they form a graphite-like structure, 

since the grating constant of nickel is very close to the constant graphite grating. When selecting 

certain synthesis parameters, like the nickel foil thickness, the maximum synthesis temperature, the 

synthesis time and the cooling rate of the sample, it is possible to achieve the formation of a thin 

graphene film - up to obtaining a monolayer of graphene. The formation of a graphene film on the 

surface of copper polycrystalline substrate is different. Since the solubility of carbon in copper is 
about 1000 times less than in nickel, then after the decomposition of carbon-containing gas and the 

deposition of carbon on the copper surface, diffusion into volume does not occur. As the 

temperature of the copper substrate increases, both the probability of graphene film formation and 
the covered area increase. In this case, the formation of multilayer graphene sheets is impossible on 

copper, since copper is a catalyst in the deposition of carbon. When the graphene monolayer is 

coated with a copper surface, the formation of subsequent layers becomes very unlikely. Today this 
method is used for a large-scale production of graphene. 
 

The device description and experiment 

 
At the center of semiconductor devices and nanotechnologies of YSU an installation has been 
developed and assembled for graphene obtaining by the method of chemical vapor deposition from 

the gas phase. The scheme of the developed installation is shown in Fig.1. The installation consists 

of three main parts - a thermal reactor, a vacuum system and a gas distribution system. The reactor 
is a quartz tube of 22 mm diameter, placed in a heat furnace. In this case the furnace is installed on 

the base, which smoothly moves along the rails for withdrawal of the substrate- catalyst from the 

hot zone (synthesis zone) in order to cool the substrate after the end of the process. The 
temperature of the hot zone is controlled by FU-72 temperature controller in the range of 10-1200 

°C with an accuracy of ~0.5°С. At the outlet of the reactor, a bubbler is installed to exclude 

backflow from the atmosphere into the quartz tube and neutralize the exhausted gas mixture before 

Fig.1. Scheme of developed device. 
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discharge to the atmosphere. The vacuum system consists of a Roots pump and a turbomolecular 

pump designed to clean the quartz tube and provide vacuum in the reactor. The gas distribution 
system consists of a tank for gases mixing with a reducer, gas pipes, a valve system and two 

programmable gas flow regulators. 

The control of gas flow regulators 
and vacuum valves (V1-V9) is 

carried out by specially created 

software in the LabVIEW medium. 
A technological process for 

graphene obtaining on copper foil 

has been also developed. After 
chemical cleaning and 

electropolishing, the copper foil is 

placed in a quartz tube and dried in 

a stream of argon. At that the 

chamber is heated uniformly to a 

synthesis temperature of 1000 °C 
at a rate 20 °C/min in a stream of 

argon at a flow rate 300 N/cm3/min. When the temperature reaches 1000 °C, the copper foil is 

annealed within 10 minutes. After the copper foil annealing, the process of graphene deposition 
begins, which lasts for 20 minutes. For this a 2% mixture of argon in hydrogen Ar:H2 (80 sccm) 

and methane CH4 (1sccm) is supplied into the chamber through MFCs. The heat anneals the copper 

increasing its domain size. The hydrogen catalyzes a reaction between methane and the surface of 
the Cu substrate, causing carbon atoms from the CH4 to be deposited onto the surface of Cu 

through chemical adsorption. Then the furnace is abruptly moved along the rails in order to remove 

copper foil from the hot reaction zone. This keep the deposited carbon layer from aggregating into 
bulk graphite, and it crystallizes into a contiguous graphene layer on the surface of Cu. Once the 

graphene/copper foil has been removed from the furnace and cooled the graphene layer can be 
transferred an arbitrary substrate. As pilot samples graphene films on copper foil were obtained. 
The mono-layer graphene film was then transferred from the Cu foil to a pre-cleaned glass 

substrate by using a polymer support layer of polystyrene (PS, Mw 35k, 2% w/w in toluene) and an 

etchant acid (FeCl3 aq, 0.5 M) to remove the Cu, as described elsewhere [37]. This was followed 
by a wash in a warm ethyl acetate bath to dissolve the supporting polymer layer. The obtained 

graphene was used as a transparent electrode in a liquid crystal cell. At that, for comparison with a 

hybrid LC cell, containing two sections with different transparent conductive layers - graphene and 
ITO, have been made. The work of the prepared cell as an optical valve was observed (Fig. 2). 

The transmission spectra of the both sections have measured in the visible range (Fig.3).  

As it seen from the figure, the cell with ITO electrodes is more transparent for the 400-500 nm 
wavelengths, and the cell with graphene electrodes - for wavelengths exceeding 800 nm. The 

transparency is the same for the 550-800 nm wavelengths range. 
 

Conclusion 

A device for graphene obtaining by CVD method is developed and assembled. A liquid crystal cell 

consisting of two sections with various transparent electrodes is made: graphene and ITO. The 
work of the obtained cell as an optical valve is shown, both sections of the cell function identically. 

Graphene can be successfully used as a transparent electrode in optical elements based on LC. 

This work was supported by State Committee Science MES RA, in frame of the research project № 
SCS 15T-1C157.  
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Fig.3. The transmission spectra of hybrid LC cell with graphene and ITO sections. 
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1.  Introduction 

A bone material is composed of an organic matrix of collagen fibers and mineral hydroxyapatite 

(Ca5(PO4)3OH) nanoparticles. An average tooth dentin contains 70% hydroxyapatite crystals, 20% 
collagen (e.g., proteins), and 10% water. The organic constituents provide flexibility, whereas the 

mineral provides strength and quality. Up to now, very few studies have been conducted 

concerning the study of the human bones [1, 2] and its anisotropy by THz radiation [3].                                                                                                                                                                                                         

A structure of parallel dielectric fibrils (mineralized collagen fibrils) immersed in isotropic 

homogeneous ground substance behaves as a positive uniaxial birefringent medium. The 

hidroxyapatite can be found in space between fibrils - in layers that transverse across the fibrils and 
both within and outside the collagen fibrils. Тhe collagen fibrils periodically separated by a tiny 

gap from 1 nm to 67 nm. 

 
Fig. 1. System of long dielectric cylinders array (mineralized collegen fibrils of turkey)  

with major components. 
 

THz wave (frequency range from 0.1 to 10 THz) found the most widespread practical use in THz 

time-domain spectroscopy [4,5] and in the THz imaging [6,7]. It is known that the time of 

vibrational motion of biological molecules have the order of picoseconds, and therefore, the 
frequency of vibrations is in the terahertz frequency range. Intermolecular interactions are usually 

weaker than the intramolecular and only THz spectroscopy in the time domain is sensitive to 

resolve their spectrum in the THz range.   

In this paper we report the results obtained from a study of dielectric properties ( n(ω) and α(ω) ) of 

a spongy bone and collagen  in transmission geometry using THz time-domain spectroscopy (THz 

-TDS). 
 

2.  Experimental study of human spongy bone and collagen by THz TDS 

To measure the optical properties human spongy bone and collagen jawbone, the THz TDS method 
was applied. The experimental setup of the THz spectrometer is shown in [8]. The fiber 

femtosecond laser (Fx-100, IMRA) with the pulse duration 113 fs, central wavelength 800 nm, 

pulse repetition rate 75 MHz, and the power 120 mW was used to pump and detect the THz pulses 
[8]. During the measurements, the air temperature was 21°C, the humidity < 1.5%, the dynamic 

mailto:nika@ysu.am
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range was more than 1000, and the signal/noise ratio at the peak position was about 400. The 

temporal forms for the THz pulses transmitted through the air and human spongy bone with the 
thickness 1.21 mm and the corresponding THz spectra of field obtained after the fast Fourier 

transform are shown in Fig.2a–e. To control the reproducibility of the experiment, the results of the 

three measurements are shown on the figure. The THz spectra of electric field after the fast Fourier 
transform E(ω) are shown in Fig. 2c, and the refractive indices and absorption coefficients at Fig. 

2d,e. The absorption coefficient changes with the rise of frequency from 23.8 cm–1 to a value of 

19.6 cm–1, showing the several resonance absorption lines in low frequency range from 0.2 THz to 
1.1 THz. The refractive index of the human spongy bone changes between the values of 1.09 and 

0.99. 

 
Conclusion  
By the method of the terahertz time-domain spectroscopy (THz TDS) in a wide frequency range 
from 0.2 THz to 2.5 THz in vitro, the refractive indexes and absorption coefficients of the human 

spongy bone and the collagen are determined. The fiber femtosecond laser (Fx-100, IMRA) with a 

pulse width of 113 fs, a central wavelength of 800 nm and an average power of 120 mW was used 

as a laser source for pumping and detecting terahertz pulses. Transmission measurements were 

made through tissue slices of a spongy bone and collagen with thickness d=1.21mm and d=1.65 
mm correspondly. As the results of studies, it was found that the refractive index of the human 

spongy bone changes between the values of 1.09 and 0.99 and for the collagen between 1.022 and 

1.0245. The absorption coefficient of the human bone changes with the frequency from 23.8 cm–1 
to a value of 19.6 cm–1, showing the several resonance absorption lines in low frequency range 

from 0.2 THz to 1.1 THz. Absorption coefficient of the collagen increases from 1.45 cm–1 to 7.44  

cm–1. 
 

  

 
 

Fig. 2. Temporal waveforms of the THz pulses passing through (a) air and (b) the spongy bone;  
(c) spectra of electric field after the fast Fourier transform; (d)  the adsorption coefficient and  

(e) the refractive index. 
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Fig. 3.  Temporal waveform of the electric field of the THz pulse which has passed through 
(a) the collagen, (b) its spectrum after the fast Fourier transform, (c) the refractive index, 

(d)  the absorption coefficient.   . 
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Introduction 
Modern integrated circuits (ICs) are very sensitive to noise due to the presence of a big amount of 

noise generators that decrease the noise margins. The power grid: power supply and ground signals, 

are among the most critical sources of noise, since supply voltage variations are extremely large, it 
may lead to problems such as timing unpredictability, delay variation,  or even improper 

functionality. Usually used metric, noise budget, is defined as the maximum permissible noise 

amplitude [1]. Signal integrity is appearing as a limiting factor in the VLSI chip designs as 

technology scales. This is especially true on power/ground networks, a common technique for 

reducing power supply and ground noise and keeping the noise within the noise budget is through 

the use of on-chip decoupling capacitors (decaps). Decaps are capacitors that hold a reservoir of 
charge and are placed close to any large drivers. Decaps provide instantaneous current to the drivers 

to reduce IR drop, once large drivers switch, and hence keep the supply voltage approximately 

constant. As shown in Fig.1 [1], the on-chip decap delivers current to charge up the load capacitance 
of the second inverter when it switches. The supply voltage level is relatively constant at the inverter 

tap point since the decap is nearby [1, 2]. 

 
Fig. 1. Use of decoupling capacitor to reduce power grid noise 

 

It has become common in the past decade to add decap to the areas of an IC that otherwise have no 

cells, or add dcaps directly to high speed block areas. However, decaps normally come with a quite 
serious down-side. Too many decaps in a design can increase leakage power of circuit as the cells 

bring their own leakage current. 

In this paper has been proposed a new decal cell scheme which gives better parameters for 
circuit design with FinFET technologies as well as decreased ESD risk [2]. 
 

Types of decap cells 

Standard: A standard decap is usually made from NMOS transistors in a CMOS process. 

The gate of the NMOS transistor is connected to VDD, whereas source, drain and substrate of the 
transistor are tied to VSS, as shown in Fig. 2. This approach is considered effective because the 

thin-oxide capacitance of the transistor gate provides a higher capacitance than any other oxide 

capacitance available in a standard CMOS fabrication process. For this MOS decap, the first-order 
calculation of the capacitance is WLCOX, where W is the transistor width, L is the transistor length, 

and COX is the oxide capacitance per unit area. The effective capacitance and resistance at low 

frequencies can be written as: 
 

 

Vdd 

Vss 

Vdd 

Vdd 
Vdd 

Vss 
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where COX is the oxide capacitance per unit area, COL is the overlap and fringing capacitance per 
unit width, and W and L are the width and length of the transistor, μ is the channel mobility, VGS 

(VGD) is the voltage across the oxide, and VT is the threshold voltage. Reff is proportional to the 

channel length L. So for faster transient response, a decap design should use a small L to keep Reff 
small. Both Reff and Ceff can be considered constant at low or moderate operating frequencies, but 

they are degraded at high frequencies.  

 
Fig. 2. Decoupling capacitor implemented using an NMOS device and modeling as a 

series RC circuit. 
 

The channel length L of the decap controls its frequency response, with small enough L the 
effective capacitance remains relatively constant at high frequencies. As a result a fingering 

technique in decap layout is commonly used to support its frequency response. Also it needs to 

note that NMOS has better frequency response than PMOS. So the use of PMOS decaps should be 
limited, from the frequency response perspective [2]. 

 

 
(a)                                 (b)                                               (c)   

Fig. 3. Standard cell N+P decap 

  

Standard-Cell Decap: As mentioned decaps are usually made of NMOS devices, within standard 
cells, it is more convenient to make decaps using both types of NMOS and PMOS to form a decap 

filler cell, as shown in Fig. 3 (a). That’s why the n-well is already implemented and reserved for 

PMOS devices. Only the lower half-cell area is for NMOS devices. One sample standard-cell 
decap layout is illustrated in Fig. 3 (b). The capacitor areas are the polysilicon gates placed on the 

top of the channel regions of the MOS transistors. A fingering technique is used to improve the 

frequency response for Standard cell N+P decap. Fig. 3 (c) depicts the same decap cell but with 
two fingers [1, 2]. 

 The overall effective capacitance is the sum of the two individual decoupling capacitances, 

and the overall effective resistance is the parallel combination of the two individual effective 
resistances.  

 

 
 

Cross Coupled Decap: The standard N+P decap design for standard cells may no 

longer be suitable for 90nm and smaller technology due to increased ESD risk. This issue is solved 
in cross-coupled decap design. In the cross coupled design (Fig. 4 (a)), the drain of the PMOS 

connects to the gate of the NMOS, whereas the drain of the NMOS is tied to the gate of the PMOS. 

Both transistors in this design are still in the linear region. In the standard decap design, depending 
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on the transistor type the gates of the transistors are directly connected to either VDD or VSS. In this 

case, the gate of the NMOS device is connected to VDD through the channel resistance of 
the PMOS device. The gate of the PMOS device is tied the channel resistance of the NMOS device 

and then connected to VSS [1, 2]. The added channel resistance to the gate provides the input 

resistance Rin for ESD protection. The input resistance can help to limit the maximum current flow 
to the decap so that the voltage seen from the gate of the decap is also limited. From the layout 

perspective (Fig. 4 (c,d)), this cross-coupled circuit can be seen simply as the standard decap. So 

the decap transistor areas don’t need to modify, while only the metal wire connections are 
modified. Thus, this design does not require additional area in layout.  

The design can be modeled as a series connection of Reff and Ceff (Fig. 4 (b)), similar to the 

standard decap. The overall Ceff is roughly the same, while the overall Reff increases significantly. 
Both transistors are still in the linear region, but the channel resistance is modified. Specifically, 

where Ceff_n, Ceff_p, Reff_n and Reff_p are the intrinsic effective capacitances and resistances, and Ron_p 

and Ron_n are the channel resistances of the NMOS and PMOS transistors. Since Ron_p and Ron_n are 

at least one order of magnitude larger, Reff_p and Reff_n can be ignored in the overall Reff calculation.  

 

 
 

 

where Req is the process-dependent square resistance (kΩ □). 

 
Proposed decap cell 

For integrated circuits made by FinFet technology need to note that transistor width change is 

discrete and it is difficult to meet required parameters for corresponding design [3, 4]. Also design 
standard N+P or cross-coupled decap cells no longer appropriate for FinFet technology due to 

controllability of capacitance value. As compared with planar technology where width of transistor 

can change continuously, in FinFet technology transistor width can be changed only discrete, via 
changing FINs count [3]. The new circuit is required, which will give opportunity to get 

corresponding value of capacitance.  

As well as reducing on chip variation by matching corresponding transistors. The new 
decap cell circuit is made by merging cross coupled (Fig.5 (a)) and standard N+P decap cells. As 

shown in Fig.5 (b) the gate of M6 NMOS transistor is tied to left couple of standard decap cells 

gates, similare M9 PMOS transistor connect to right standard decap cells gates. The fingering 
technique is used to improve the frequency response for proposed decap cells as in standard cell 

N+P decap, also it inherits low ESD risk from cross coupled decap cell. As in proposed ciruit used 

capacitance which are connected series and parallel, is is posible to get capacitance value which are 
require. 

 

 
 

 

Fig.4. Cross-coupled decap schematic, modeling and layouts 

 

(a) 

 

(b) 

 
(c) 

 
(d) 

 



182 

 

 
 

                                                                                

Simulation Results 
In table 1 show parameter comparison of proposed and cross-coupled decap cells. With proposed 

method it was posibled to design decap cells with different capacitance value, as described in 

previous section, while with cross-coupled method only get X4, X8, X16 and X64 decap cell, due 
to discrete of transistor width. From table 1, it is evident that area and leakage power of proposed 

method is higher due to number of transistor, these are disadvantages of proposed method. As 

advantages need to mention the minimum on chip variation, as with physical implementation 
corresponding transistors have benn merge/match (m7-with-m10, m8-with-m11), less ESD risk 

compare with stnadard decap cell, as well as improved frequency response. 
 

Table 1. Proposed and Cross-coupled decap cells 

Proposed 

Decap 

area Leakage 

(1nW) 

Cross Coupled 

Decap 

area Leakage 

(1nW) 

DCAP_X2 0.03231 0.00855412 NA   

DCAP_X3 0.04261 0.01014216 NA   

DCAP_X4 0.05133 0.01254412 DCAP_X4 0.02781 0.077521 

DCAP_X6 0.08208 0.02107592 NA   

DCAP_X8 0.10944 0.03105181 DCAP_X8 0.05208 0.0157592 

DCAP_X12 0.13854 0.04703721 NA   

DCAP_X16 0.21888 0.06562907 DCAP_X16 0.11934 0.0423451 

DCAP_X64 0.87552 0.30549251 DCAP_X64 0.55521 0.2154925 

 

Also were done frequency response Ceff and Reff for diferent decap architecutre (Fig. 6)  
 

Conclusions 
Proposed circuit has the following advantages compared with the existing decap cell discussed in the 

second parts: a) compatibility with FinFET technology, b) minimum on chip variation, c) low ESD 

risk, d) improved frequency response. There are also disadvantages, usage of extra transistors, which 
increase total area of cells, but in 10nm and below technology core utilization is 60%, so designer 

will have enough free area to place decap cells. And leakage power is also increase, due to extra 

cells, it is compensating with using low power techniques [5, 6]. 
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Introduction 

Has been researched famous architecture of transmitter, which has a big role in integral I/O 
circuits. Produced a test-bench of transmitter. Simulated and measured the key parameters of 

circuit, as a result observed the weak regions, due to which the circuit has a low noise immunity. 

Proposed to decrease the effect of weak regions on the output stage to enhance noise immunity. 
 

Theory 

The continues growth of amount of information transmitted from one device to another, makes it 

necessary to have high-frequency transmitters and receivers, but on the other hand the high 

frequency schemes create more noises, which will have a big impact on real data. Besides of speed 

growth, the continuous scaling of CMOS technologies makes circuits to be more sensitive and 
more vulnerable from noises. Supply voltages are scaled as well to keep constant the electric field, 

which also make circuits to become more sensitive to noise. The same picture appears in high-

speed transmitters as well. 
In transmitter-channel-receiver systems output resistance of transmitter, input resistance of 

receiver and characteristic impedance of channel, also called transmission line, should be equal to 

provide best termination of data reflection.  
The characteristic impedance of a uniform transmission line is the ratio of the amplitudes 

of voltage and current of a single wave propagating along the line, that is a wave travelling in one 

direction in the absence of reflections in the other direction. Characteristic impedance is 
determined by the geometry and materials of the transmission line. For a uniform line, it is not 

dependent on it’s length.  

   = 
  

  
 , 

   is the characteristic impedance,    the voltage phasor at distance x ,    the  current phasor at 
distance x . 

The characteristic impedance can be expressed as 

  =  √
     

     
 : 

The voltage phasor and current phasor can be expressed in the frequency domain as 
     

  
 = -(R+jωL)I(x) ,     

     

  
 = -(G+jωC)V(x) . 

When the elements R and G are negligibly small the transmission line is considered as a lossless 

structure. In this case, the model depends only on the L and C elements which greatly simplify the 

analysis. For a lossless transmission line, equations are: 
      

   
 +          =0 ,      

      

   
 +          =0 . 

If R and G are not neglected, the equations will be: 
      

   
 =        ,              

      

   
 =        . 

Here    is the propagation constant 

  = √               . 

The solution for V(x) and I(x) are: 

      V(x) =        +       ,          I(x) =
 

  
         -        . 
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The constants    and    must be determined from boundary conditions. For a voltage pulse , 
starting at x=0 and moving in the positive direction, then the transmitted pulse at position x can be 

obtained by computing the Fourier Transform. 
In metallic conductor systems, reflections of a signal traveling down a conductor can occur 

at a discontinuity or impedance mismatch. The ratio of the amplitude of the reflected wave to the 

amplitude of the incident wave is known as the reflection coefficient. 

   = 
  

  
 

   is the reflection coefficient,    the voltage amplitude of reflected wave,    the voltage amplitude 
of incident wave. 

When the source and load impedances are known, the reflection coefficient is given by 

   = 
     

     
 , 

   is the load impedance,    the source impedance 
In high-speed circuits, signals do not always flow in one direction. If the impedance is mismatched 

at any point, the signal will be reflected at that point. Impedance mismatching is easier to under if 

it is likened to a water pipe. If the inner diameter of the water pipe, which corresponds to 

impedance, changes at a point along the pipe, the water, which corresponds to signal, will not flow 
smoothly. Matching the impedance is an important aspect to consider in high-speed circuits. 

For the approach resistance calibration circuits exist, which provide bias voltages to output 

stage transistors of transmitter to regulate output resistance. The bias voltages should be very 

precise to provide right resistance values. In this case noise from power supply could have crucial 

impact. The impact of power supply noise usually represented by power supply rejection ratio.   

Power supply rejection ratio is a measure of a circuit’s power supply’s rejection expressed 

as a log ratio of output noise to input noise. PSRR provides a measure of how well a circuit rejects 
ripple, of various frequencies. PSRR is a measure of the regulated output voltage ripple compared 

to the input voltage ripple over a wide frequency range. 

PSRR = 20log 
            

             
 

 

 
 

                 Fig. 1. Transmitter with resistor calibrator  
   

Proposed to add two capacitors at calibration voltage net to vdd and to gnd. In this case noise from 
power supply will appear on calibration voltage net, so calibrated transistor gate and source 

voltages will get same noise and the difference will be equal to zero. Capacitors could be made 

from metal layers or from transistors. Both versions are investigated and compared. For both 
capacitors were used the same area.  
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Simulated AC analysis. Frequency changed from 1 kHz to 10GHz. Measured power supply noise 

rejection ratio (PSRR) with metal and with transistor capacitors. Measured variations caused by 
process and temperature variations and from production variations. 

 

 
 

 

 
 

 

 
 

 

 

 

 

Fig. 2. Transmitter circuit 

 

       Fig. 3. PSRR plots, transistor capacitor case     Fig. 4. PSRR plots, metal capacitor case 
 

Results 
       

      Table 1. Worst rejection of both cases 

 

Measurment Metal cap Transistor cap difference [%] 

psrr_max_bias [db] -40.41 -32.56 24.11% 

freq_max_bias [MHz] 10000 10000 0.00% 

psrr_500_bias [db] -47.28 -39.3 20.31% 

 

psrr_max_bias – over frequency the worst PSRR value;  

freq_max_bias – frequency value when PSRR is the worst; 
psrr_500_bias – PSRR at 500MHz frequency. 
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    Table 2. Process and temperature variations impact 

 
Measurment Min max difference [%] 

M
et

al
 c

ap
 psrr_max_bias [db] -42.58 -40.41 5.10% 

freq_max_bias [MHz] 10000 10000 0.00% 

psrr_500_bias [db] -51.39 -47.28 8.69% 

T
ra

n
si

st
o

r 

ca
p
 

psrr_max_bias [db] -33.79 -32.56 3.78% 

freq_max_bias [MHz] 10000 10000 0.00% 

psrr_500_bias [db] -42.56 -39.3 8.30% 

 
                             

    Table 3. Production variations impact 

 
Measurment min max difference [%] 

M
et

al
 c

ap
 psrr_max_bias [db] -40.73 -37.04 9.06% 

freq_max_bias [MHz] 10000 10000 0.00% 

psrr_500_bias [db] -55.6 -47.95 15.95% 

T
ra

n
si

st
o

r 

ca
p
 

psrr_max_bias [db] -37.09 -31.46 17.90% 

freq_max_bias [MHz] 10000 10000 0.00% 

psrr_500_bias [db] -49.23 -39.3 25.27% 
 

Conclusion 

1. Investigated famous architecture of transmitter and observed weak regions, due to which circuit 
had a low power supply noise rejection ratio (PSRR). 

2. Proposed two methods to improve PSRR. 

3. Comparison of two methods shows: 
a. Metal caps provide about 20% more PSRR improvement than transistor caps. 

b. Transistor caps are more stable to process, temperature variations. 

c. Metal caps are more stable to production variations. 
 

References 

1. B. Razavi. Design of integrated Circuits for Optical Communications, John Wiley and Sons, 

Inc, 2012. 

2. Z. Dixian, P. Reynaert. CMOS 60-Ghz and E-band Power Amplifiers and Transmitters, 

Springer International Publishing Switzerland 2015. 

3. E. Musaelyan, V. Melikyan, A. Durgaryan, A. Khachatryan, H. Manukyan. Self 
Compensating Low Noise Low Power PLL design, East-West Design & Test Symposium 

2013, pp.1-4. 

4. S. Pithandia, S. Lester. LDO PSRR Measurement Simplified, Texas Instruments SLAA414, 
2009, pp.1-5. 

  



188 

 

HIGH SPEED PRE-CHARGE CIRCUIT  
 

A.V. Avetisyan 
 

Synopsys Armenia CJSC, Arshakunyats 41, Yerevan, Armenia,  

E-mail:aramav@synopsys.com 

  

1. Introduction  
Nowadays the large portion of the System-on-Chip (SoC) area takes Static random-access memory 
(SRAM). One of the main problems in SRAM’s is the total power consumption. To solve this 

problem in the designs often used cells with smaller sizes, but this cause noise margin impairs. One 

of the solutions is using 8T SRAM cells, which has detached read path, controlled by read word-
line (RWL) and the read data appropriately stored by read bit-line (RBL). When the RWL is 

enabled and the logical “0” is stored in the cell, current flows through the read path, and the RBL 

voltage becomes “0”, and vice versa if stored data is “1” the RBL voltage remains “1”. Thus the 

speed of this operation is very important. Moreover, the performance of the previous solutions is 

limited, when number of cells is plenty, it takes time to discharge RBL capacitance. In previous 

method to speed up the pre-charge path, which was controlled by pre-charge clock signal (PCS), 
used the simple circuit solution to generate PCS from signals. This paper demonstrates an 8T bit-

cell SRAM with proposed circuit is presented to improve the timing for pre-charge path.  

The rest of the paper is organized as follows. In Section 2, the schematic and operation of the 
conventional schemes are described. The proposed scheme for single-ended bit line architecture is 

detailed explained in Section 3 and 4. The Section 5 summarizes this paper. 
 

2. Conventional Circuit. 

Conventional scheme for pre-charge clock is shown in Fig. 1. The local write clock pin (LWCLK) 

is connected to the one of the inputs of NAND gate and second input pin is test enable (TE). 
LWCLK pin is inverse of memory internal clock signal, which is used to synchronize the writhe 

cycle. TE signal is a test pin and responsible to stress bit cells, but not corrupt data. When it is 

enabled, it puts the memory bitcell in stress mode for the address applied by turning on the word 
line and at same time keeping the bit-lines pre-charged. Read and write operations are disabled in 

this mode. The NAND_1 generate WCLKB signal, which connected to next NAND_2 gate, thus 

formed PCS. Second input of NAND_2 is inverse of CS signal. CS pin used in memory for power 
down mode, which will allow periphery supply to turn off completely and keep memory content. 

After write cycle, before read cycle starts bit-line (BB) and bit-line inverse (BT) should be charged 

to “1”.  
 

 
. 

Fig. 2. Pre-charge circuit. 

 

  
Fig. 1. Pre-charge clock scheme. 
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PCS signal is used to pre-charge BB and BT shown in Fig.2. When PCS is “0”, the pMOS 

transistors are turned ON and charges BB/BT for next read cycle. In this approach between the 
read/write operations LWCLK is toggling from “0” to “1”, the TE signal is “1” for this cycle, 

therefore WCLKB becomes from “1” to “0” and CS remains “0”, so output PCS toggling from “0” 

to “1”. Thus pre-charge operati3on stops. This operation takes around 34.68ps shown in Fig. 3. 
 

 
Fig. 3. Signals of Pre-charge clock scheme. 

 

3. Proposed Circuit 
To speed up the pre-charged clock path, the high speed pre-charge (HSP) circuit was proposed. 

The top structure of the HSP circuit is shown in Fig. 4.  In this case the whole structure was 
revisited. Unlike previous scheme the control signal was inverse of memory internal clock, which 

was adding additional delay and delayed WCLKB signal was used to generate PCS. Instead of 

using WCLKB in the scheme is used write clock signal (WCLK), which is used to synchronize the 
write cycle. 2 NAND gate circuit was replaced with HSP scheme, shown in Fig. 5. The first input 

WCLK of HSP is connected to the M1 and M2 transistors, while the second CS and third LSB to 
(M3/M4 and M5/M6), this signals are for delayed control.  

 
 

The truth table for HSP scheme is shown in Table 1. The No5/6 cases are not allowed during this 

cycle (between read and write), which cause the short connection. Other than that the output PCS is 
used in pre-charge cells, to stop or start the discharge operation. 

  

 
Fig. 4. Top level of HSP 
scheme. 

 
 

Fig. 5. HSP 
scheme. 
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Table. 1 Truth table for HSP circuit 

#No CS LSB WCLK PCS 

1 0 0 0 1 

2 0 0 1 1 

3 0 1 0 1 

4 0 1 1 0 

5 1 0 0 X 

6 1 0 1 X 

7 1 1 0 0 

8 1 1 1 0 

 

The implemented scheme permits discharge the BL faster than the previous scheme. The 

appropriate discharge speed is achieved via a word-line (WL) enable. The signal which triggers a 
latch operation called sense amplifier enable (SAE), is generated via the reference bit cell. 

Activation of SAE and the discharging speed of the reference bit cell change, which force a SAE 

activation time to ensure correct sensing.  
 

4. Simulation Results 
512-b SRAM with the proposed scheme has been designed in a 28nm CMOS technology node. 

The memory array is created with 64 physical rows and 8 physical columns. The simulations have 
been run using Synopsys Hspice/VCS simulators, SS (slow-slow) 0.675v -40c PVT under 

1600MHz. The memory passed the Verilog functional check. Timing parameters and values for 

PVT corner with conventional and proposed circuits is presented in the Table 2. 
 

 
Fig. 6. HSP scheme. 

 

 

Table. 2 Timing parameters comparison between Conventional and Proposed circuits. 
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Techniques Wclk to BT/BB (ps) Precharge (ps) Total Difference (%) 

Conventional Circuit 34.68148 ps 28.56122 ps 3.414e+00 

Proposed Circuit 28.45309 ps 24.23782 ps 2.230e+00 

 

Table. 3 Percentage advantage of Proposed circuits with respect to Conventional. 

Parameters Total Differance (%) 

WCLK to BT/BT  17.95 % 

Pre-charge 15.13  

 

5. Conclusion 
The characteristics of the two compared schemes are summarized in Table 2/3. Compared with the 

conventional scheme, the HSP scheme achieve 17.95% better performance for WCLK to BT/BT 
time by taking advantage of HSP architecture and write clock signal usage. The HSP scheme is 

able to decrease pre-charge time before read cycle 15.13% better performance than the previous 

solution. The disadvantage of this circuit is the bigger area with respect to old scheme around 16 % 
area increase.  
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Abstract: Dynamic voltage (IR) drop is vector dependent and circuits switching activity. In this 

paper emphasized the common design closure methodology and issues based on dynamic voltage 

drops. Reasons that can affect the accuracy of dynamic IR analysis and the related metrics for 
Universal Serial Bus (USB) Test Chip (TC) design closure are discussed. A structured approach to 

planning the power distribution and grid for power managed designs is presented. Care-about and 

solutions to avoid and fix the Dynamic voltage drop issues are also presented. Results are from 

Universal Serial Bus Test Chip industrial designs in 16nm process are presented. 
 

 I. Introduction 

Designing an optimal power grid which is robust across multiple operating scenarios of an 

integrated circuit continues to be the main challenge. [1][2] The problem becomes enormous with 
technology shrinking, allowing more performance to be realized in a smaller area, from one node 

to another. The power distribution on the Universal Serial Bus(USB) Test Chip needs to ensure 

circuit robustness not only to current requirements, but also needs to ensure timing or functionality 
is not affected due to Dynamic IR drop, caused by in high frequency area power demand and 

switching patterns. [3]  

Additional, today’s integrated circuits power management methods like power gating and 
switch power supplies are the norms. In the case of switched power supplies, typically, power 

switch cells are regularly distributed across the standard cell logic (logic gates) area of the 

floorplan. There may be additional separation in the switched power grid in the form of power 

domains. These power switches add an extra dimension to the power distribution problem. 

Frequently limit the response of the power grid to dynamic power or current needs. By increasing 

the quantity of power switching the power network robustness can be improved but it will impact 
on the leakage current. So, the requirement is to minimize the number of switches used as well as 

minimize the signal routing resources utilized on the power grid. This paper discusses the issues 

related to timing closure and signoff (IR Drop, EM, etc.) at the same time estimate Dynamic IR 
drop effects realistically for the USB Test Chips. On one hand, the aspects that introduce 

pessimism in Dynamic voltage drop analysis have to be removed, although on the other hand the 

method ensures strong coverage of various corners and design operating scenarios must be 
ensured. The power distribution and power grid planning methodology was discussed. Also 

demonstrated some of the efficient power grid enhancements like robust automated switch 

placement and switched supply resistance minimization through DRC-aware power metal fill for 
USB TC. All the discussions and results are based on production implementations of low power 

Universal Serial Bus Test Chip.  
 

II. Common Design Closure Method for USB TC 

 Overview of Static Vs Dynamic IR Drop 
Static IR drop is average voltage drop for the design [6], while Dynamic IR drop depends on the 

switching activity of the logic [5], hence is vector dependent. Dynamic IR drop depends on the 
switching time of the logic, and is less dependent on the clock period. The average current depends 

totally on the time period, whereas the dynamic IR drop depends on the instantaneous current 

which is higher while the cell is switching. Static IR drop was good for signoff analysis in older 
technology nodes where sufficient natural decoupling capacitance from the power network and 

non-switching logic were available. While Dynamic IR drop Evaluates the IR drop caused when 
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large amounts of circuitry switch simultaneously, causing peak current demand [1] [6]. This 

current demand could be highly localized and could be brief within a single clock cycle (a few 
hundred ps), and could result in an IR drop that causes additional setup or hold-time violations. 

Typically, high IR drop impact on clock paths and causes hold-time violations, although IR drop 

on data path causes setup-time violations.  

 Disadvantages of Dynamic Analysis On A “Good” Power Grid  

A typical power grid and power switches are designed to meet static IR drop targets and not for 
Dynamic IR drop. In the initial stage of the design, static IR drop can be tested. This is because of 

Voltage change Drop file (VCD) doesn’t available. For instance, the switch and metal grid 

densities in the marks area can meet the static IR drop criteria, because the average power density 
in this region is not enormous. But when a particular procedure is run, notch area could have 

higher power density because of localized switching in that area and the switches combined with 

metal grid (Switched supply is distributed to cells by lower layers like Metal1 and Metal2) may not 
be enough to support the current density in the notch area. In that area can be very high dynamic IR 

drop. Refer to notch area as shown in Fig. 1. 

 
 

 
 

Here due to a lesser amount of switch cells combined with not so strong power grid is the main 
cause of high dynamic IR drop. Metal2 voltage drop are the dominant factors in the overall voltage 

drop for that region. A similar equivalence on the power density can be to the larger region. Fig. 2 

shows, that the original Metal2 grid, static IR drops was within the budget. However, to meet the 
dynamic IR drop goals, an increase of the Metal2 grid by 2 times, was needed. The drop across the 

Metal2 and related vias reduced by 32%, after the improvement. This is another example of a 

robustness issue which was missed in static analysis. The number of power switches is calculated 
based on the static IR drop requirement. For our design, with the switch density that is calculated 

as per average power and with “calculated” optimal cell density and optimal decap cells density. 

Static IR drop and vectorless dynamic results runs were within the budgets. For Pin VPN Metal2 
voltage drop is 7.21mV and for updated Pin VPN Metal2 voltage drop is 49.03mV. Vectorless 

dynamic IR drop was 4.302mV, but vector based dynamic IR drop was 7.412 mV, which is beyond 

the budget. The high dynamic IR drop region has high power density, which is not satisfied by the 
existing power switch density in that region, and as a result there is high Dynamic voltage drop. 

This shows that the affected region is not really a poorly designed power grid, but more of the very 
high power density, due to the design architecture combined with the placement of cells. In any 

case, the power grid has to eventually be able to support the design’s power demands in that area, 

which requires a little bit different approach.  
 

III. Accuracy of Analysis 

 Comprehending delays in gate level simulation 

Fig. 1. Voltage map for small region 
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There are several factors that affect the accuracy of the dynamic IR drop analysis. One of the main 

basics is to generate a realistic VCD file. Typically, VCD file was created by annotating an SDF in 
the gate simulation. Another common approach is to use a VCD file from a zero-delay simulation, 

which often results in non-realistic Dynamic IR drop.  

 Comprehending realistic glitch propagation  
Combinational logic switching can cause glitches. If the glitches have very weak amplitude, the 

chances of them getting filtered out by the (cell + interconnect) delay of the path is very high. 
Remains only comparable glitches. Form this approach the pessimism in the dynamic voltage drop 

reduced by 20%.  

 

 
 
 

 Choice of technology specs for signoff  
Frequently, worst case conditions are chosen for timing closure checks. However, it is also 

dangerous to attack a balance between preference bounding conditions and being overly 

pessimistic. In an effort to get results closer to realistic silicon conditions, and to detect potentially 
issues, selectively evaluated designs under both worst case and best case conditions. For instance, 

if compared the effect of the worst via resistance specification in contradiction of the nominal via 

specs, the drop across vias alone reduce by 37%, as show in Table 1.  
      TABLE 1. VOLTAGE DROPS WORST AND BEST CORNERS 

Worst Case Best Case 

Pin VPN Voltage Drop Pin VPN Voltage Drop 

Met2 3.4 mV Met2 3.09 mV 

Via23 4.31 mV Via23 2.75 mV 

Met3 2.78 mV Met3 2.14 mV 

Via34 4.07 mV Via34 2.56 mV 

Met4 2.54 mV Met4 2.33 mV 
 

IV. Method for Robust Power Grid Design  
Knowledge of the USB TC design operating scenarios and architecture play a vital role in ensuring 

the robustness across scenarios. Some methods to improve power grid robustness discussed below.  

 Choosing the right average power 
The vital problem is to choose the right average power value for which the power distribution is 

designed. It is common 
practice to design for the average power seen in the use case that consumes the highest power. 

Hence, choosing the right average power for designing the power grid would help the design scale 

up to not just dynamic IR drop issues, but even to tolerate the average value more strongly. 

 Early Dynamic IR Analysis 

Fig. 2. Metal 2 original grid (left) and updated 

(right) 
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 One of the problems in estimating the dynamic IR influence on USB TC is to get vectors for 

necessary scenarios, and to get them in time to detect issues before the design tapes out. This Early 
Analysis flow regards to this issue. In this flow, the switching activity of a macro blocks is 

integrated at the top level, and switching activity at the top level is created, for use in dynamic IR 

analysis. Via this flow, hot-spots for dynamic IR was detected.  

 Power Switch Density and Placement 

For designs with power switches, in most cases, high voltage drops cause by using small quantity 
of switches than needed for localized power density in certain regions. From common power 

analysis methods, it is possible to get a list of macro blocks which need more power than the rest of 

the design. This means that these IPs need higher current. Creating more VCD files will excite 
different parts of design and will show any weak connected power network. 

 Power/Ground Metal Fill 
 Alternative method is Power/Ground Metal fill. After the design is frozen, final step is to add 

metal fill in the areas where the free metal tracks are available. These inserted metal straps are 

connected power or ground. By doing that, the power and ground grid becomes stronger and hence 
would help in reducing voltage drop.  

 Other Methods to Reduce Dynamic IR Drop 

Load and Slew violation can cause from high power. There can be high current demands for higher 
loads/slews. When fixing load/slew violation it can reduce dynamic IR drop. One more method to 

reduce Dynamic IR is addinf decoupling capacitors near Clock tree cells. This will help in reducing 

the voltage drop in clock tree cells due to switching. 
 

V. Simulation Results 
Simulation has been completed using the Synopsys Inc. Power Rail analysis tool for USB TC, 

including SS (slow-slow) case, with the supply voltage and temperature variations. Simulation 

performed with and without dynamic IR drop reduction which are talked above. The simulation 
results are shown in the Table 2.  

 

                  TABLE 2. DYNAMIC VOLTAGE DROPS WITH AND WITHOUT REDUCTION 

 Without optimization Using Reduction  

Dynamic Voltage Drop 13.488 mv 10.203 mv 

Static Voltage Drop 5.04 mv 4.71 mv 

Worst Slack 1.319 ns 1.520 ns 
 

VI. Conclusion 
We have emphasized the common issues faced in the USB TC design closure of power managed. 

Main accuracy and signoff method issues were talked and improvements made in reproducing the 

same operating conditions in analysis. A comprehensive set of methods adopted in our designs to 
create a strong power grid, and to ensure timing robustness considering dynamic voltage drop, was 

presented. This covered the choice of the correct power values, power switch planning, using 

design individuality and power routing methods. From above mentioned reductions dynamic IR 
drop reduced up to 24%, static IR drop reduced about 6.5%, worst timing path grow about 13%, 

but timing issues do not appear. 
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Introduction 

With the development of microelectronic technology and increase of integration of ICs, 

requirements for their design increase. According to the international index of semiconductor 
technology, currently the dominant requirements are performance and power consumption [1]. 

Increasing IC integration brings to increasing power consumption of semiconductor 

crystal. In contemporary IC working temperature of semiconductors can reach more than 1000C 
and the temperature differences between different areas of the crystal can reach more than 100-

200C. High temperature has negative influence on timing parameters of VLSI ICs. Each change of 
working temperature by 100C brings to decreasing of driving power of MOS transistors. So the 

increase of temperature in IC semiconductor crystal leads to a rapid decline in its reliability [2]. 

There are several ways of solving temperature distribution issues. One of them is using power 
distributers and coolers but the using of this method is not always possible. For example in mobile 

devices using of coolers doesn’t possible at all. Other methods are based on thermal reliability 

increasing methods during IC design. It is important not only semiconductor crystal temperature 
but also temperature gradient during IC physical design. From this point of view it is productive to 

decrease temperature differences among different parts of semiconductor crystal. This approach is 

related to cells placement stage.  During placement stage if cells with higher temperature will be 
surrounded by low temperature cells then whole temperature of the crystal will be distributed as 

low temperature cells will distribute temperatures from higher cells. From point of view cells 

placement the problem of reliability of ICs brings to temperature evenly distribution problem on 
semiconductor crystal.which could be represented by following: 




N

1i

(Ti-Tmid)
2 →min,       (1) 

Where Ti is temperature value of each cell and Tmid  is middle value of all cells temperature. 

There are two known categories of algorithms for thermal placement [3]: 

 Algorithms which are based on dividing 

 Matrix based algorithms 

These algorithms are used during primary placement stage. They are based on cells primary 
placement using their powers consumption values. This paper is about matrix based algorithms. 

We will discuss two approximation methods. 
 

Problem definition 

Cells temperature does not known in the placement stage, but powers are known. So for using (1) 

we must do some modifications in it. Let consider that powers of IC cells, coefficients of thermal 
conductivity of individual parts of the IC chip and heat transfer coefficients do not depend from 

temperature. In that case, based on superposition principle, temperature of any i element is defined 

by mutual thermal influence of all cells [4]: 
                                      (2) 

  

 
where TEn is the environment temperature, Pk is the power of k element, Fki is the thermal 

coefficient between i  and k elements. From (1) using (2), the even distribution of the temperature 

on crystal surface will be defined by the following: 

En
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,
N
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                             (3) 

where di,j is the distance between the i and j positions. 
We will use matrix synthesis problem (MSP)[5] definition by making few changes in it.Given 

integers w, n and a list of nonnegative real numbers x0, x1, … ,xn*n-1. Purpose is to synthesize nxn 

matrix M out of , x1, … , xn*n-1such that Ww(M) → min. Where Ww(M) is sum of cells in each sub 
matrix (window)  of w x w size from M matrix. 

It is proven that in case of w ≥ 2 MSP is NP-complete [5]. 
 

Approximation algorithms 

We will discuss two simple approximation algorithms which will solve defined problem. For 

simplifying let define n=w*p. Si,j is defined as w x w window where i = 0, …, p; j = 0, …, p; and 
mapped to p x p size grid. 

Algorithm 1 

1. Sort given x0, x1, … ,xn*n-1 numbers. 
2. For each Si,j took items xk where (i * p + j) *w2 ≤ k ≤ (i * k + j +1) * w2– 1 

3. Fill chosen items from left to right, from top to bottom. 

4. If there is any Si,jwhich is empty then return to step 2 
This algorithm will not give evenly distributed items and their values will increase from top left 

corner of the matrix to bottom right (Fig.1). 

As shown in Fig1 there are areas with very high cell values and areas with lowest cell values. So 
this is not a good placement method. 

Algorithm 2 

Define ai,j(c,d) as elements of Si,j sub matrix where c = 0,…,w; d = 0,…,w. 
1. Sort given x0, x1, … ,xn*n-1 numbers. 

2. For each Si,j took items xk from beginning of sorted values if (c*w + p) ≤ w2/2  - 1 in 

other case from the end.  

3. Fill chosen items from left to right, from top to bottom. 

4. If there is any Si,j which is empty then return to step 2 
This algorithm will virtually divide our numbers in to two groups and each sub matrix will have 

half items from each group. In this case we got better distribution. 
 

. 
       Fig. 1. Matrix generated by Alogrithm1 where n = 8, w = 2, values are random generated. 
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      Fig. 2. Matrix generated by Algorithm2 where n = 8, w = 2, xk values are random generated. 
 

As shown in Fig.2 each sub matrix with size 2 x 2 has half elements from lower part of input 
values and half from higher value part. 

Algorithm2 is better than Algorithm1 as it does have better distribution of items, there is no well-

defined direction from where items values start to increase.  Also second algorithm gives better 
values for evenly distribution formula.  
 

Experiments 
Program was written to for testing both methods. Matrix size, sub matrix size and item value 

ranges are passed as in input. With given input program generates two matrixes (one with each 

algorithm). Also calculate evenly distribution factor using Form.1. 

Tests were made by generating ~100 matrixes using input: n = 30; w = 2; items value range is [15 - 

65]. 
As a result in all cases Algorithm2 generate matrix with better distributed cells values. Evenly 

distribution factor for algorithm2 was near ~4K and for algorithm1 ~2.6M. 
 

Conclusions 

As a conclusion we can say that two approximation methods were provided for solving MSP. With 
experimental results it was proven that given second algorithm is much better for solving MSP as 

its item are evenly distributed. 
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Introduction 
Wide distribution of electronic devices in the last decades, as well as the rise of computing 

capabilities of new generation of diverse mobile and household devices sets new requirements for 

their main components: integrated circuits (IC). One of the significant problems in modern 
integrated circuits (ICs) is power (dynamic and static) consumption. Nowadays, unacceptably high 

power consumption of ICs became one of the main bottlenecks of ICs. Various low power design 

techniques for digital ICs were developed. Low-power ICs design techniques have been around for 

quite a while and it is hard to make modern big ICs without using one of them [1, 2]. One of the low 

power techniques types is power gating. 

The aim of power gating is to minimize leakage current by turning off supply voltage in a low-power 
domain with power switches. There are two approaches for power gating: fine grain and coarse 

grain. In fine grain (Fig.1 (a)) power gating the switch is placed locally inside of each standard cell 

in the library. Since this switch must supply the worst case current required by the cell, it has to be 
quite large in order not to impact performance. The area overhead of each cell is significant (of the 

2x-4x the size of the original cell) [1]. The key advantage of fine grain power gating is that the 

timing impact of the IR drop across the switch and the behavior of the clamp are easy to characterize 
as they are contained within the cell. 

 
In coarse grain power gating (Fig.1 (b)), a block of gates has its power switched by a collection of 
switch cells. The sizing of a coarse grain switch network is more difficult than a fine grain switch as 

the exact switching activity of the logic it supplies is not known and can only be estimated. But 

coarse grain gating designs have significantly are less penalty than fine grain (Table 1).  
Coarse grain power gating as the preferred method. The area penalty for fine grain power 

gating has just not proven worth the savings in design effort [2]. 

Thus goal of this paper is to research and develop methods for power switch planning in coarse 
grain power gating designs. As well as new switch transistor cell circuit was creation for increasing 

efficiency and controllability of power gating method, which provides high current efficiency while 

allowing control of tradeoff between voltage island wake-up time and rush current. 
 

Proposed power switch cells 

Another key issue in modern ICs is power supply noise, since supply voltage variations is extremely 
large, it may lead to problems such as timing unpredictability, delay variation, or even improper 

functionality [3]. A common technique for reducing power supply and ground noise and keeping the 

noise within the noise budget is using on-chip decoupling capacitors (decaps) [4]. In coarse grain 

 Fig. 1. Power switching  fine (a) and coarse (b) grain 
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power gating design power is spread through power switches, that is why decap cell is placed close 

to power switches. In proposed method need place decap cells between virtual and global supply. 
Analyzing all points, the new cells were created, by merging power switch and decap cells into PSD 

cell. In Fig.2 illustrated different types of PSD cell, which differ in different parameters such as ESD 

risk, on chip variation, frequency response, area, and power consumption [5]. 
 

Table 1. Proposed and Cross-coupled decap cells 

Parameter Fine grain Coarse grain 

Reduce leakage 10x 50x 

Wakeup time Fast Slow 

Wakeup power Small Large 

Library requirements New cell library New footer or header cell 

Sensitive to PVT variation Large Small 

Can be implemented by usual physical 

synthesis 

Yes No 

IR-drop variations Large Small 

Chip Area Large Small 
 

Proposed power switch cells 

Another key issue in modern ICs is power supply noise, since supply voltage variations is extremely 
large, it may lead to problems such as timing unpredictability, delay variation, or even improper 

functionality [3]. A common technique for reducing power supply and ground noise and keeping the 

noise within the noise budget is using on-chip decoupling capacitors (decaps) [4]. In coarse grain 
power gating design power is spread through power switches, that is why decap cell is placed close 

to power switches. In proposed method need place decap cells between virtual and global supply. 

Analyzing all points, the new cells were created, by merging power switch and decap cells into PSD 
cell. In Fig.2 illustrated different types of PSD cell, which differ in different parameters such as ESD 

risk, on chip variation, frequency response, area, and power consumption [5]. 

Modern digital circuits are made by considering switching activity information file, that data was 

used in proposed power switch planning. Switching activity is essential to measuring power in 

digital circuits, and it is also important for optimizing digital designs. Power can be static, caused by 
leakage, or dynamic, caused by switching. Switching activity is crucial because dynamic power is, 

after all, proportional to the switching activity in the design. 
 

Background for switching activity 
Switching activity interchange format (SAIF) is an open standard [6]. SAIF is the measurement of 
changes of signal values. And it is obtained from digital simulation(s) of the design. It also is an 

essential part of the power equation and optimization. The quality of the results of power analysis 

and power optimization is strongly influenced by the quality of the switching activity data. For 
power analysis, the estimated dynamic power is calculated from the switching activity data. The 

result is the estimated power consumed by that circuit when used in that way. If this is not 

representative, then the results will not be representative. Similarly, for power optimization, the 
resulting power savings will not be as good as they could be. Some power will be wasted. Also must 

be noted that unknown states in the simulation have a negative impact on the power analysis and 

optimization processes. Another important consideration is the ability to propagate switching 
activity through the design. There are situations where the switching activity is incomplete. One 

example is a complex expression in RTL, where there are nodes that are not named because they are 

internal to the expression. In power analysis or optimization, the tool will propagate switching 
activity information from annotated signals through the logic, making calculations as it moves 

through the logic. In this case, a sequential analysis (one which reaches beyond register boundaries) 

will produce more accurate results than a simple Boolean approach. Switching activity is a critical 
element of power analysis and power optimization. For power analysis, switching activity provides a 
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key piece of the power equation. For optimization, switching activity helps to identify which 

optimizations are most useful. The quality of the switching activity information has a direct effect on 
the quality of results [6]. 

Advanced method for power switch planning 

As power switch planning supposed the choosing and placement power switch cells. A new switch 
transistor cell circuit was created for increasing power supply noise influence and controllability of 

power gating method (Fig. 2). So during coarse grain power gating design instead of common power 

switch cells, used proposed power switching cells. 
 

 
There is some methodology for power switch placement and each of them can be implemented 

using proposed power switch cells [7]. But in this article two new methods were proposed for power 

switch placement considering SAIF data. For both methods were created PSD cells with different 
capacitance values. First method called pre-std. placement approach and the second method called 

post-std. placement approach. The place and route flow are based on common flow [8]. Block 

diagram for both methods are illustrated in Fig. 3. 

 Classify each logic gates into placement group in the following way: 

Ki = Ti  / ΣT, 
Ki  is the classification coefficient, Ti   the maximum value of the timing delay for the timing path, 

wherein the i-th element includes 

 Calculate PSD factor for each group by following way: 
Fj = Ki*Avg (SAIF)*(ΣPj/j), 

Fi is the PSD factor for corresponding group, Ki the logic gates classification coefficient, SAIF – 

SAIF coefficient, Pj the coresponding power value for j placemnet group 

 Choose PSD cell for each group based on PSD factor (Fj) (Table 2). 

  

 Fig. 2. New power switches + decap cells with different 
architectures 
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 After determination of Fj for each group, the replacement coordinates of power switches are 
calculated according to the following formula: 

X = Σ(Fj  Xi), Y = Σ(Fj  Yi), 

Xi  and Yi- The coordinate for i-th logic cell for current group, X and Y - The replacement 
coordinate for power switches.  

 

 
Fig. 3. Pre-std. placement and post-std. placement for power switch placement approaches  

 

Simulation Results 

As a simulation result in Fig. 4 is illustrated placement design with proposed two methods. In Fig. 

4 (a) is shown post-std. PSD placement (highlighted PSD cells), and with green is showed 
placement bond for each placement cell group, the picture is zoomed for better illustration. In Fig. 

4 (b) is shown pre-std. PSD placement (highlighted PSD cells. 
 

Table 2. PSD cell and PSD factor mapping 

PSD cell Fj PSD cell Fj PSD cell Fj PSD cell Fj 

PSDCA_X2 0.0-

~0.2 

PSDCAP_X4 0.5-

~0.7 

PSDCAP 

_X8 

1.0-

~1.3 

PSDCAP 

_X16 

1.8-

~2.5 

PSDCAP 
_X3 

0.2-
~0.5 

PSDCAP_X6 0.8-
~1.0 

PSDCAP 
_X12 

1.3-
~1.8 

PSDCAP 
_X64 

2.5-
~5.0 

 

 
(a)                                                            (b) 

                        Fig. 4. Post-std. and pre-std. power switch placement approaches   

 

Conclusions 
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A new cell is introduced for reducing power supply noise affection on course grain power gating 

technique. The cell was created by merging power switch and decaps cells into PSD cell. PSD cells 
were designed with different driver factors. SAIF data was used for proposed post-std. and pre-std. 

power switch placement approaches. In pre-std. method timing results is worst compare with post-

std. approach, as standard cells should place in limited area. Standard cell placement configuration is 
less than in post-std. method, as during post-std. method first placed usual standard cells with timing 

driven approach, then PSD cell. In post-std. method power consumption is less due to minimum 

count of PSD cells and temperature distribution is better as for each bound PSD cells coordinates are 

decided especial. Compare with pre-std. method post-std. require much running time and will take 

long time for design. 
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